In [9], Esnault-Viehweg developed the theory of cyclic branched coverings \( \tilde{X} \to X \) of smooth surfaces providing a very explicit formula for the decomposition of \( H^1(\tilde{X}, \mathbb{C}) \) in terms of a resolution of the ramification locus. Later, in [1] the first author applies this to the particular case of coverings of \( \mathbb{P}^2 \) reducing the problem to a combination of global and local conditions on projective curves.

In this paper we extend the above results in three directions: first, the theory is extended to surfaces with abelian quotient singularities, second the ramification locus can be partially resolved and need not be reduced, and finally global and local conditions are given to describe the irregularity of cyclic branched coverings of the weighted projective plane.

The techniques required for these results are conceptually different and provide simpler proofs for the classical results. For instance, the local contribution comes from certain modules that have the flavor of quasi-adjunction and multiplier ideals on singular surfaces.

As an application, a Zariski pair of curves on a singular surface is described. In particular, we prove the existence of two cuspidal curves of degree 12 in the weighted projective plane \( \mathbb{P}_2(1,1,3) \) with the same singularities but non-homeomorphic embeddings. This is shown by proving that the cyclic covers of \( \mathbb{P}_2(1,1,3) \) of order 12 ramified along the curves have different irregularity. In the process, only a partial resolution of singularities is required.

**INTRODUCTION**

Motivated by the Riemann’s Existence Theorem and the classification of Riemann surfaces by their projection onto the projective line, Zariski ([20]) started the classification of surfaces via a projection onto the projective plane, the study of the fundamental group of the complement of the ramification locus (a projective curve) and their influence on the topology of the original surface as a branched covering of the projective plane. He realized that not only the type of singularities of the branched locus was relevant, but their position as well ([21]). In particular, he proved that the cyclic branched cover of an irreducible curve of degree \( 6d \) with only nodes and cusps is irregular, it has non-trivial first cohomology group, if the effective dimension of the space of curves of degree \( 5d - 3 \) passing through the cusps is larger than its expected (or virtual) dimension. This difference was called superabundance. More precise descriptions of the irregularity of cyclic branched coverings of curves in \( \mathbb{P}^2 \) have been given by Libgober [11], Esnault [8], Loeser-Vaquié [13], and Sabbah [17], in general smooth surfaces by Esnault-Viehweg [9] or even for general abelian branched coverings by Libgober [12]. It is worth pointing out that very concrete formulas were given in [1, 12] for the particular case of curves on \( \mathbb{P}^2 \). These formulas...
combine a local ingredient coming from a resolution of the singularities of the branched locus and a global one measuring the superabundance of a certain linear system of curves on \( P^2 \).

In this paper we address the problem of describing the irregularity of cyclic branched coverings of surfaces with abelian quotient singularities and use this description to find formulas for the particular case of the weighted projective plane. Recall that an abelian quotient singular point in dimension two is necessarily a cyclic singularity. The main result of this paper is presented in Theorem 4.4, where we describe the dimension of the superabundance different irregularity of the branched coverings of surfaces with abelian quotient singularities and use this description to find general formulas for characteristic polynomials of the complement \( M \) of the curve associated with general epimorphisms \( \pi_1(M) \to \mathbb{Z} \).

From a purely topological point of view, it is worth highlighting the key role of singularities of the surface when studying coverings. This is described in Examples 5.3 and 5.4. In other words, coverings of a singular surface might be forced to ramify along the exceptional divisors of a resolution of the singularities of the surface.

As a non trivial application, in section 5.4 we present a Zariski pair of irreducible curves on a weighted projective plane, that is, two curves in the same plane \( P^2 \) with the same degree and local type of singularities, but whose embeddings are not homeomorphic. In particular, we present two cuspidal curves of degree 12 in \( P^2_{(1,1,3)} \) with the same local type of singularities, use the fact that (1) is an invariant of the pair \((P^2_{(1,1,3)}, C)\), and calculate the different irregularity of the branched coverings of the singular surface ramified along the curves. The calculation of this irregularity boils down to the study of the superabundance of curves of degree 5 in \( P^2_{(1,1,3)} \).
The following is an outline of the paper: in section 1 a general discussion on \(\mathbb{Q}\)-divisors on normal surfaces is given together with a review of the classical results on branched coverings of smooth surfaces. In section 2 the theory of Esnault-Viehweg is extended to branched coverings of surfaces with cyclic quotient singularities ramified along (non-necessarily reduced) divisors. This serves as a motivation to introduce certain local invariants in section 3 associated with a Weil divisor on a quotient surface singularity. Section 4 is devoted to proving the main result discussed above in Theorem 4.4 for the irregularity of a branched covering of the weighted projective plane. Finally, in section 5 examples and applications are given. For instance local-global techniques are used to provide a proof that the invariant defined in section 3 is independent of the \(\mathbb{Q}\)-resolution. Also, a Zariski pair of curves in the projective plane is presented. The proof of the existence of such a pair is based on the fact that certain branched covers ramified along the curves have different irregularity.
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1. Settings

In this section we will fix some notation and recall basic definitions and results from the theory of normal surfaces, \(\mathbb{Q}\)-divisors, and intersection theory with special attention paid to quotient singularities, in particular cyclic quotients. Most of these results can be found in the literature but they will be briefly discussed here not only for the sake of completeness, but also in order to clarify concepts and notation that might be ambiguous depending on the source. An extended version of the first part on quotient singularities can be found in [3], whereas the concepts and notation for line bundles and sheaf cohomology of rational divisors can be mainly found in [14, 18].

1.1. Cyclic quotient surface singularities.

A quotient surface singularity for us will be a local chart that is analytically isomorphic to \((\mathbb{C}^2/G, 0)\) for a finite linear group \(G \subset \text{GL}(2, \mathbb{C})\). If \(G\) is a cyclic group, then we refer to this as a cyclic quotient singularity. A complex analytic surface that admits an open covering \(\{U_\lambda\}\) whose local charts are (cyclic) quotient surface singularities is called a (cyclic) \(V\)-surface. Projective algebraic \(V\)-surfaces are in particular normal surfaces.

A standard notation for a cyclic quotient surface singularity is \(X = \frac{1}{d}(p, q)\) for pairwise coprime positive integers \(d, p, q > 0\), meaning \(\mathbb{C}^2/G_{d,p,q}\) where \(G_{d,p,q} = \langle \left( \begin{smallmatrix} \zeta_d^p & 0 \\ 0 & \zeta_d^q \end{smallmatrix} \right) \rangle\) and \(\zeta_d \in \mathbb{C}\) is a primitive \(d\)-th root of unity.

In this context, the local ring \(\mathcal{O}_X\) of functions on \(X\) is the ring of invariants of \(G_{d,p,q}\), namely,

\[
\mathcal{O}_X = \mathbb{C}\{x, y\}^{G_{d,p,q}} = \{h \in \mathbb{C}\{x, y\} \mid h(g \cdot (x, y)) = h(x, y) \text{ for all } g \in G_{d,p,q}\}.
\]

Note that \(d\), the order of \(G_{d,p,q}\), does not completely determine the type of the cyclic singularity. For instance \(\mathcal{O}_{\frac{1}{3}(1, 2)} = \langle 1, x^3, y^2, xy \rangle \mathcal{O}_X \cong \mathbb{C}\{u, v, w\}/(uw = w^3)\) defines locally a complete intersection singularity, whereas \(\mathcal{O}_{\frac{1}{3}(1, 1)} = \langle 1, x^3, y^3, xy^2, x^2y \rangle \mathcal{O}_X\) does not.

\(^1\)Salvador de Madariaga PRX18/00469 (second author) and José Castillejo CAS18/00473 (third author) grants by Ministerio de Educación, Cultura y Deporte.
Morphisms between $V$-surface singularities are defined as morphisms $\mathbb{C}^2 \to \mathbb{C}^2$ that respect the group action.

Other interesting objects associated with a cyclic quotient singularity are the modules of quasi-invariant germs. These are defined as eigenspaces of the operator defined by the action of $G_{d,p,q}$ on the coordinates, that is,

$$\mathcal{O}_{X,\zeta^d_0} := \{ h \in \mathbb{C}\{x,y\} \mid h(g \cdot (x,y)) = \zeta^d_0 h(x,y) \text{ for all } g \in G_{d,p,q}\}.$$ 

Note that $\mathcal{O}_{X,\zeta^d_0}$ has a natural structure of $\mathcal{O}_X$-submodule of $\mathbb{C}\{x,y\}$. Also $\mathcal{O}_X = \mathcal{O}_{X,\zeta^0_0}$ and $\mathbb{C}\{x,y\} = \bigoplus_{k=0}^{d-1} \mathcal{O}_{X,\zeta^k_0}$. This latter decomposition is associated with the $d$-th cyclic cover $(\mathbb{C}^2, 0) \to (X, 0)$. Moreover, this shows that any effective Weil divisor on $X$ is given by the set of zeros of a quasi-invariant germ, in particular an effective Cartier divisor is defined by a germ in $\mathcal{O}_X$. Also, any two effective Weil divisors $D_1 = (f_1)$, $D_2 = (f_2)$, with $f_1, f_2 \in \mathcal{O}_{X,\zeta^k_0}$, are linearly equivalent, since $\frac{f_1}{f_2}$ is a meromorphic function. Since in the local context all Cartier divisors are principal, the divisor class group of $X$ is $\text{Weil}(X)/\text{Cart}(X)$ which in the cyclic case is isomorphic to $G_{d,p,q} \cong \mathbb{Z}_d$.

Once a primitive root of unity $\zeta_d$ has been fixed, for a Weil divisor $D$ defined as the set of zeros of a quasi-germ $f$, we say that the class $[D] = [f]$ of $D$ (or $f$) is $k \in \mathbb{Z}_d$ if $f \in \mathcal{O}_{X,\zeta^k_0}$.

In this context, we will refer to an irreducible Weil divisor $D = (f)$ as quasi-smooth if $f$ defines a smooth germ in $\mathbb{C}\{x,y\}$.

Throughout this paper we will prove results about general normal surfaces, projective $V$-surfaces and projective cyclic $V$-surfaces.

1.2. Weighted projective plane.

Since it will be extensively used throughout this paper, we will briefly discuss the weighted projective plane as an example of projective cyclic $V$-manifold. Consider $w := (w_0, w_1, w_2)$ a weight vector, that is, a finite set of pairwise coprime positive integers. There is a natural action of the multiplicative group $\mathbb{C}^*$ on $\mathbb{C}^3 \setminus \{0\}$ given by

$$(x_0, x_1, x_2) \mapsto (t^{w_0}x_0, t^{w_1}x_1, t^{w_2}x_2).$$

The set of orbits $\mathbb{C}^3\setminus\{0\} / \mathbb{C}^*$ under this action is denoted by $\mathbb{P}^2_w$, and it is called the weighted projective plane of type $w$. Equivalently, $\mathbb{P}^2_w$ can be defined starting with $\mathbb{P}^2$, the classical projective plane, and $G_w = G_{w_0} \times G_{w_1} \times G_{w_2}$ the product of cyclic groups. Consider the group action

$$G_w \times \mathbb{P}^2 \longrightarrow \mathbb{P}^2,$$

$$(\zeta_{w_0}, \zeta_{w_1}, \zeta_{w_2}, [X_0 : X_1 : X_2]) \mapsto [\zeta_{w_0}X_0 : \zeta_{w_1}X_1 : \zeta_{w_2}X_2].$$

The set of all orbits $\mathbb{P}^2/G_w$ is isomorphic to $\mathbb{P}^2_w$ and the isomorphism is induced by the branched covering

$$(1.1) \quad \mathbb{P}^2 \ni [X_0 : X_1 : X_2] \mapsto [X_0^{w_0} : X_1^{w_1} : X_2^{w_2}]_w \in \mathbb{P}^2_w.$$

Note that this branched covering is unramified over

$$\mathbb{P}^2_w \setminus \{[X_0, X_1, X_2]_w \mid X_0 \cdot X_1 \cdot X_2 = 0\}$$

and has $\bar{w} = w_0 w_1 w_2$ sheets. Moreover, one can decompose $\mathbb{P}^2_w = U_0 \cup U_1 \cup U_2$, where $U_i$ is the open set consisting of all elements $[X_0 : X_1 : X_2]_w$ with $X_i \neq 0$. The map

$$\tilde{\psi}_2 : \mathbb{C}^2 \longrightarrow U_2, \quad \tilde{\psi}_2(x_0, x_1) := [x_0 : x_1 : 1]_w$$
induces an isomorphism $\psi_2$ replacing $\mathbb{C}^2$ by $\mathbb{C}^2/(\omega_1,\omega_1)$. Analogously, $\frac{1}{w_0}(\omega_1,\omega_2) \cong U_0$ and $\frac{1}{w_1}(w_2,\omega_0) \cong U_1$ under the obvious analytic maps. This shows that $\mathbb{P}^2_w$ is a cyclic $V$-manifold.

The following result justifies why the weights can be assumed to be pairwise coprime.

**Proposition 1.1** (cf. [7]). Consider $w := (w_0,w_1,w_2) \in \mathbb{Z}_{>0}^3$ such that $\gcd(w) = 1$ and define $d_0 := \gcd(w_1,w_2)$, $d_1 := \gcd(w_0,w_2)$, $d_2 := \gcd(w_0,w_1)$, $e_0 := d_1 \cdot d_2$, $e_1 := d_0 \cdot d_1$, $e_2 := d_0 \cdot d_1$ and $\eta_i := \frac{w_i}{\eta_i}, \eta := (\eta_0,\eta_1,\eta_2)$. The following map is an isomorphism:

$$\mathbb{P}^2_w \longrightarrow \mathbb{P}_{\eta_i}^2,$$

$$[X_0 : X_1 : X_2] \mapsto \left[ X_0^{e_0} : X_1^{d_1} : X_2^{d_2} \right].$$

**Remark 1.2.** Note that, due to the preceding proposition, one can always assume that the vector $(w_0,w_1,w_2)$ is a weight vector, that is, its coordinates are pairwise coprime. Note that following a similar argument, $\mathbb{P}^1_{(w_0,w_1)} \cong \mathbb{P}^1$.

### 1.3. Embedded $\mathbb{Q}$-resolutions.

Classically an embedded resolution of $\{f = 0\} \subset (\mathbb{C}^n,0)$ is a proper map $\pi : X \to (\mathbb{C}^n,0)$ from a smooth variety $X$ satisfying, among other conditions, that $\pi^{-1}(\{f = 0\})$ is a normal crossing divisor. For a weaker notion of resolution one can relax the condition on the preimage of the singularity by allowing the ambient space $X$ to be a projective $V$-manifold and the divisor $\pi^{-1}(\{f = 0\})$ to have “normal crossings” in $X$. This notion of $\mathbb{Q}$-normal crossing divisor on $V$-manifolds was first introduced by Steenbrink in [19].

**Definition 1.3.** Let $X$ be a cyclic $V$-surface, then a Weil divisor $D$ on $X$ is said to be with $\mathbb{Q}$-normal crossings if for any $P \in X$, there is a local isomorphism $(X,P) \cong \frac{1}{\omega}(p,q)$ such that the image of $(D,P) \subset (X,P)$ is given by local equations $\{x^i y^j = 0\} \subset \frac{1}{\omega}(p,q)$, $i,j \geq 0$. In addition, the image of each coordinate corresponds to a different global irreducible component we say $D$ is a $\mathbb{Q}$-normal crossing divisor.

**Example 1.4.** As mentioned above for $X_1 := \frac{1}{5}(1,1)$ one can check that $\mathcal{O}_{X_1}$ is the $\mathbb{C}$-algebra generated by $\{1,x^3,y^3,x^2y,y^2\}$, whereas $\mathcal{O}_{X_1,c^1} = (x,y)\mathcal{O}_{X_1}$ and $\mathcal{O}_{X_1,c^2} = (x^2,xy,y^2)\mathcal{O}_{X_1}$. The germ $\{xy = 0\}$ defines a $\mathbb{Q}$-normal crossing divisor $D = (xy)$ whose class $[D]$ in $\text{Weil}(X_1)/\text{Cart}(X)$ is 2 and it is a union of quasi-smooth divisors $D = D_1 + D_2$ with $[D_1] = [D_2] = 1$.

Analogously, for $X_2 := \frac{1}{7}(1,2)$ one has $\mathcal{O}_{X_2} = \langle x^3,y^3,xy \rangle$, $\mathcal{O}_{X_2,c^1} = \langle x,y^2 \rangle\mathcal{O}_{X_2}$, $\mathcal{O}_{X_2,c^2} = \langle x^2,y \rangle\mathcal{O}_{X_2}$. The germ $\{xy = 0\}$ defines a $\mathbb{Q}$-normal crossing divisor $D = (xy) \in \text{Cart}(X)$ and it is a union of quasi-smooth divisors $D = D_1 + D_2$ with $[D_1] = 1$, $[D_2] = 2$.

**Definition 1.5.** Let $X$ be a cyclic $V$-surface. Consider $D \subset X$ an analytic subvariety of codimension one. An embedded $\mathbb{Q}$-resolution of $D \subset X$ is a proper analytic map $\pi : Y \to X$ such that:

1. $Y$ is a cyclic $V$-manifold,
2. $\pi$ restricted to $Y \setminus \pi^{-1}(\text{Sing}(D))$ is an isomorphism, and
3. $\pi^{-1}(D)$ is a $\mathbb{Q}$-normal crossing divisor on $Y$.

Usually one uses weighted or toric blow-ups with smooth center as a tool for finding embedded $\mathbb{Q}$-resolutions. Here we will briefly discuss weighted blow-ups in the surface case $\pi : \hat{X} \to X$ at a point $P \in X = \frac{1}{2}(p,q)$ with respect to $w = (a,b)$. Consider

$$\hat{X} := \{(x,y), [u:v]_w \in \mathbb{C}^2 \times \mathbb{P}^1 | x = t^a u, y = t^b v \text{ for some } t \in \mathbb{C} \}/\mathbb{G}_{d,p,q}$$

and $\pi : \hat{X} \to X$ the projection map on the first coordinate, as usual. For practical reasons, we will give a specific description of $\hat{X}$ as a cyclic $V$-surface. The new space $\hat{X}$ is covered
by two open sets \( \hat{U}_1 \cup \hat{U}_2 \) each one of them is a quotient singularity of type:

\[
(1.2) \quad \hat{U}_1 \cong X \left( \frac{ad}{e} : 1, \frac{-b + p'aq}{e} \right) \quad \text{and} \quad \hat{U}_2 \cong X \left( \frac{bd}{e} : -a + q'bp \frac{e}{e}, 1 \right),
\]

where \( p'p = q'q \equiv 1 \mod (d) \) and \( e := \gcd(d, aq - bp) \). Finally, the charts are given by

\[
X \left( \frac{ad}{e} : 1, \frac{-b + p'aq}{e} \right) \to \hat{U}_1, \quad X \left( \frac{bd}{e} : -a + q'bp \frac{e}{e}, 1 \right) \to \hat{U}_2,
\]

\[
[(x^e, y)] \mapsto [(x^a, x^b y), [1 : y]_w], \quad [(x, y^e)] \mapsto [(x y^a, y^b), [x : 1]_w]_{(d,p,q)}.
\]

1.4. Intersection theory on projective \( V \)-surfaces.

In this section we will briefly recall the definitions of intersection theory on projective \( V \)-surfaces. We denote by \( \text{Weil}_Q(X) \) the vector space \( \text{Weil}(X) \otimes Q \) and refer to their elements as \( Q \)-divisors. As a general reference for intersection theory in normal varieties one can use \([18, 10]\), however in the particular setting of \( V \)-surfaces we will follow the notation given in \([3]\). For the sake of completeness, we will briefly present the classical definitions of intersection multiplicity of two divisors on a \( V \)-surface assuming the theory on smooth surfaces.

Definition 1.6. Let \( X \) be a \( V \)-surface and consider \( D_1, D_2 \in \text{Cart}(X) \) Cartier divisors. The intersection number \( (D_1 \cdot D_2)_X \) is defined as

\[
(1.3) \quad (D_1 \cdot D_2)_X := (\pi^*(D_1) \cdot \pi^*(D_2))_Y,
\]

where \( \pi : Y \to X \) is a resolution of \( X \), whenever the right-hand side of \((1.3)\) is well defined.

If \( D_1, D_2 \in \text{Weil}(X) \) are irreducible divisors such that \( k_1 D_1, k_2 D_2 \in \text{Cart}(X) \) and either \( D_1 \) is compact or \( D_1 \cap D_2 \) is finite, then

\[
(D_1 \cdot D_2)_X := \frac{1}{k_1 k_2} (k_1 D_1 \cdot k_2 D_2)_X.
\]

By bilinearity and tensoring by \( Q \) these definitions are extended to any two rational divisors on \( X \).

Note that if \( D_1, D_2 \in \text{Weil}(X) \) are effective and \( D_1 \cap D_2 \) is finite, then the following formula holds

\[
(D_1 \cdot D_2)_X = \sum_{P \in X} \frac{1}{k_1 k_2} (k_1 D_1 \cdot k_2 D_2)_P,
\]

where \( (k_1 D_1 \cdot k_2 D_2)_P := \dim_{C} \frac{O_{X,P}}{(O_{X,P}^{k_1 D_1}) \cdot (O_{X,P}^{k_2 D_2})} \) and \( k_1 D_1 \) (resp. \( k_2 D_2 \)) is the support of a germ \( f_1 \in O_{X,P} \) (resp. \( f_2 \in O_{X,P} \)).

Theorem 1.7. Let \( F : Y \to X \) be a proper dominant morphism between two irreducible \( V \)-surfaces, and \( D_1, D_2 \in \text{Weil}_Q(X) \).

1. The cardinal of \( F^{-1}(P) \), \( P \in X \) generic, is a finite constant. This finite number is denoted by \( \deg(F) \).
2. If \( (D_1 \cdot D_2)_X \) is defined, then so is the number \( (F^*(D_1) \cdot F^*(D_2))_Y \). In that case
   \( (F^*(D_1) \cdot F^*(D_2))_Y = \deg(F)(D_1 \cdot D_2)_X \).
3. If \( (D_1 \cdot D_2)_P \) is defined for some generic \( P \in X \) as in (1), then so is \( (F^*(D_1) \cdot F^*(D_2))_Q \), \( \forall Q \in F^{-1}(P) \), and
   \( \sum_{Q \in F^{-1}(P)} (F^*(D_1) \cdot F^*(D_2))_Q = \deg(F)(D_1 \cdot D_2)_P \).

Example 1.8. Following Example 1.4, note that \( 3D_1, 3D_2 \in \text{Cart}(X_1) \) and hence, according to Definition 1.6, one has \( (3D_1 \cdot 3D_2)_{X_1} = \dim_{C} \frac{O_{X_1}}{O_{X_1}^{3D_1} \cdot O_{X_1}^{3D_2}} = \dim_{C}(1, x^2 y, xy^2)_C = 3 \). Hence \( (D_1 \cdot D_2)_{X_1} = \frac{1}{3} \).

Analogously one can check \( (3D_1 \cdot 3D_2)_{X_2} = \dim_{C}(1, xy, x^2 y^2)_C = 3 \), and thus also \( (D_1 \cdot D_2)_{X_2} = \frac{1}{3} \).
Theorem 1.12. The following projection formula is obtained.

\[ E \circ (1.5) \]

Proposition 1.13. Let \( X \) be a resolution of \( X \), then the total transform of \( D \) by \( \pi \) can be written as

\[ \pi^* D = \tilde{D} + \sum_{v \in \Gamma} m_v E_v, \]

where \( \Gamma \) is the dual graph of the \( \pi \)-resolution, \( \tilde{D} \) the strict transform of \( D \), and \( m_v \in \mathbb{Q} \) are uniquely determined by a solution to the linear system

\[ (E_v \cdot \pi^* D)_Y = 0 \quad \text{for all} \quad v \in \Gamma. \]

Note that (1.4) matches Theorem 1.7.

Example 1.11. Following Example 1.10 note that \( \pi^*_1 D_1 = \tilde{D}_1 + mE \) and the equation \( E \cdot \pi^*_1 D_1 = E \cdot \tilde{D}_1 + mE^2 = 1 - 3m = 0 \) matches the solution \( m = \frac{1}{3} \) given by Theorem 1.7.

Given \( D \in \text{Weil}(X) \), the sheaf \( \mathcal{O}_X(D) \) is defined as \( i_* \mathcal{O}_{\text{Reg}(X)}(D|_{\text{Reg}(X)}) \) via the inclusion \( i : \text{Reg}(X) \to X \) of the regular part of \( X \). In the general case \( D \in \text{Weil}_Q(X) \) one defines

\[ \mathcal{O}_X(D) := \mathcal{O}_X([D]). \]

As a word of caution, note that this notation differs from the one used in [15]. Using this definition the following projection formula is obtained.

Theorem 1.12 (Projection formula [18, Thm. 2.1]). If \( D \in \text{Weil}_Q(X) \) and \( \pi : Y \to X \) is a resolution of \( X \), then

\[ \pi_* (\mathcal{O}_Y(\pi^* D)) = \mathcal{O}_X(D). \]

This shows how \( \mathcal{O}_X(D) \) can be interpreted via the divisor \( D \).

Proposition 1.13. Let \( X \) be a normal surface and \( D \in \text{Weil}_Q(X) \). Then, the cohomology \( H^0(X, \mathcal{O}_X(D)) \) can be identified with \( \{ h \in K(X) \mid (h) + D \geq 0 \} \).
Proof. The statement of this result is true for an integral divisor on a smooth variety. Let \( \pi : \tilde{X} \to X \) be a resolution of \( X \) consisting in a composition of blowing-ups. Then, by [18, Theorem 1.2], \( \mathcal{O}_X(D) = \pi_* \mathcal{O}_{\tilde{X}}(\pi^*D) = \pi_* \mathcal{O}_X((\pi^*D)) \) and thus \( H^0(X, \mathcal{O}_X(D)) = H^0(\tilde{X}, \mathcal{O}_{\tilde{X}}((\pi^*D))) \). Since the latter is an integral divisor in a smooth variety,
\[
H^0(\tilde{X}, \mathcal{O}_{\tilde{X}}((\pi^*D))) = \{ \hat{h} \in K(\tilde{X}) | (\hat{h}) + |\pi^*D| \geq 0 \}.
\]
The condition \((\hat{h}) + |\pi^*D| \geq 0\) is equivalent to \((\hat{h}) + \pi^*D \geq 0\) because \((\hat{h})\) is an integral divisor. Writing \( \hat{h} = \pi^*h \) where \( h \in K(X) \), one can split the previous condition \((\pi^*h) + \pi^*D \geq 0\) into two different ones,
\[
(1.6) \quad (\pi^*h) + D \geq 0 \quad \text{and} \quad \text{ord}_E((\pi^*h) + \pi^*D) \geq 0,
\]
for all \( E \) exceptional divisors of \( \pi \).

Note that if \( A = (a_{ij})_{i,j} \) is a negative-definite real matrix such that \( a_{ij} \geq 0, \ i \neq j \), then all entries of \(-A^{-1}\) are non-negative. This implies that the pull-back of an effective divisor is also an effective divisor. Hence one can easily observe that the second condition in (1.6) follows from the first one and the proof is complete. \( \square \)

Finally, we will define the concept of linear equivalence for \( \mathbb{Q} \)-divisors. Given \( D_1, D_2 \in \text{Weil}_\mathbb{Q}(X) \) we say \( D_1 \) is linearly equivalent to \( D_2 \) and denote it by \( D_1 \sim D_2 \) if \( D_1 - D_2 \) is a principal divisor defined by a meromorphic function on \( X \). Note that:
\[
(1.7) \quad D_1 \sim D_2 \iff \left\{ \begin{array}{l}
D_1 - D_2 \text{ is an integer divisor and } \\
\mathcal{O}_X(D_1) \cong \mathcal{O}_X(D_2).
\end{array} \right.
\]

Example 1.14. Following Example 1.11 consider \( D_{11} = \frac{1}{5}D_1 \) and \( D_{12} = \frac{2}{5}D_1 \). Note that \( D_1 \sim D_2 \) since \( \frac{5}{3} \) is a meromorphic function on \( X_1 \). However \( D_{11} \not\sim D_{12} \) despite \( \mathcal{O}_X(D_{11}) = \mathcal{O}_X(D_{12}) = \mathcal{O}_X \). The reason here is that \( D_{11} - D_{12} = \frac{1}{3}D_1 - \frac{1}{3}D_2 \) is not a Weil divisor.

Also, note that \( \hat{D}_1 + \lambda E \sim \hat{D}_2 + \lambda E \) for any \( \lambda \in \mathbb{Q} \) since the difference is a Weil divisor and \( \hat{D}_1 - \hat{D}_2 \) is defined by composing \( \frac{5}{3} \) with the blow-up \( \pi_1 \).

Finally, in \( X_2 \) the two quasi-smooth germs \( D_1 \) and \( D_2 \) are not linearly equivalent since \( D_1 \sim D_2 \) implies that \( [D_1] = [D_2] \) however \([D_1] = 1\) and \([D_2] = 2\).

1.6. Riemann-Roch formula for normal surfaces.

For a given \( X \) a normal projective surface and \( D \in \text{Weil}(X) \), the following formula is a generalization of the classical Riemann-Roch formula from the smooth case.

Theorem 1.15 ([4]). There is a rational map \( R_{X,P} : \text{Weil}(X,P) / \text{Cart}(X,P) \to \mathbb{Q} \) for each singular point \( P \in \text{Sing}(X) \) such that
\[
\chi(\mathcal{O}_X(D)) - \chi(\mathcal{O}_X) = \frac{1}{2}D \cdot (D - K_X) + \sum_{P \in \text{Sing}(X)} R_{X,P}(D).
\]

A consequence of this result via Serre duality is that \( R_{X,P}(D) = R_{X,P}(D - K_X) \). One major breakthrough accomplished by Blache in [4, Thm. 2.1] is to provide an interpretation for \( R_{X,P}(D + K_X) \) as follows. Consider \( \sigma : (X, E) \to (X, P) \) a resolution of \( X \) at \( P \), where \( E \) is the exceptional part of the resolution, \( \sigma^*D = E_D + \hat{D} \), \( \hat{D} \) is the strict transform of \( D \), \( E_D \) is its exceptional part, and \( K_\hat{X} \) (resp. \( K_X \)) is the canonical divisor of \( \hat{X} \) (resp. \( X \)). Then
\[
(1.8) \quad A_{X,P}(D) := -R_{X,P}(D + K_X) = \frac{1}{2}E_D(\hat{D} + K_{\hat{X}}) - h^0(\sigma_*\mathcal{O}_D/\mathcal{O}_D),
\]
where both summands depend on \( \sigma \). Moreover, if \( \sigma \) is a good resolution of \( (X, D) \), then
\[
(1.9) \quad \delta^\top(D) := \frac{1}{2}E_D(\hat{D} + K_{\hat{X}}) = -\frac{1}{2}E_D(E_D + Z_{\hat{X}}),
\]
(\(Z_X\) is a numerical canonical cycle) and \(\delta(D) := h^0(\sigma_*\mathcal{O}_D/\mathcal{O}_D)\), the classical \(\delta\)-invariant, do not depend on \(\sigma\). Denote by \(K_\sigma := K_X - \sigma^*K_X\) the relative canonical divisor, then the canonical cycle \(Z_X\) is numerically equivalent to \(-K_\sigma\).

A second interpretation of this invariant is provided in [6], where the second and third authors define a new invariant \(\kappa_P(D)\), which in the cyclic \(V\)-manifold case has a geometric interpretation as \(r_P(k) - 1\), where \(r_P(k)\) is defined as the number of irreducible components of a generic Weil divisor on \((X, P)\) of class \(k\), that is, a generic germ in \(\mathcal{O}_{X,C^k}\). In [6] it is shown that

\[
A_{X,P}(D) = \delta^{top}(D) - \kappa_P(D).
\]

When applied this formula for generic germs one obtains a combinatorial way to calculate \(A_{X,P}(D)\), that is,

\[
A_{X,P}(D) = \delta^{top}(D) - r_P(D) + 1.
\]

1.7. Cyclic coverings of smooth algebraic surfaces d’après Esnault-Viehweg.

Esnault-Viehweg’s theory for cyclic covers in the smooth case can be presented as follows. Consider \(X\) a projective smooth surface and let \(D\) be a divisor which is linearly equivalent to \(nH\) where \(H\) is another divisor. Then \(\mathcal{O}_X(D)\) is isomorphic to \(\mathcal{O}_X(H)^{\otimes n}\). Then, given a meromorphic section \(t : X \rightarrow \mathcal{O}_X(D)\), such that \(\text{div}(t) = D\), we can consider

\[
\hat{X} := \{(x, v) \in \mathcal{O}_X(H) \mid v^{\otimes n} = t(x)\}
\]

and a suitable smooth model \(\pi : \hat{X} \rightarrow \hat{X}\). Recall that the first Betti number \(\dim_C H^1(\hat{X}, \mathbb{C})\) of \(\hat{X}\) equals \(2 \dim H^1(X, \mathcal{O}_X)\) and it is a birational invariant.

Let us assume now that \(D\) is the simple normal crossing divisor. We can assume that \(D\) is effective and \(D = \sum_{j=1}^n n_iD_i\) is its decomposition in irreducible components and \(0 \leq n_i < n\) (note that \(n_i = 0\) means that the covering is not ramified along \(D_i\), but we allow this for technical reasons). Using the eigen-decomposition of \(\pi_*\mathcal{O}_{\hat{X}}\) induced by that of \(\mathcal{O}_X\) one can describe the irregularity of \(\hat{X}\) in cohomological terms using line bundles on \(\hat{X}\).

**Theorem 1.16** ([9]). Under the previous conditions, the irregularity of the covering \(\hat{X}\) equals \(\sum_{k=0}^{n-1} \dim H^1(X, \mathcal{L}^{(k)})\), where

\[
\mathcal{L}^{(k)} = \mathcal{O}_X\left(-kH + \sum_{i=0}^{r} \left[\frac{k n_i}{n}\right] D_i\right).
\]

One of the goals of this paper is to generalize this result to normal surfaces, see Theorem 2.3.

1.8. Cyclic coverings of \(\mathbb{P}^2\) branched along a curve.

In the particular case when \(X = \mathbb{P}^2\) the complex projective plane and \(\mathcal{C}\) is a reduced projective plane curve of degree \(n\), the description of the \(n\)-th cyclic cover of \(\mathbb{P}^2\) ramified along \(\mathcal{C}\) can be given in very specific terms based on the dimension of the space of curves of a certain degree with a prescribed behavior at the singular points of \(\mathcal{C}\). Such a relation appears in several works and has its origin in Zariski (cf. [21, 11, 8, 13, 17, 1, 12]).

Before we can give a more precise statement we need to introduce some notation. Let \(\sigma : Y \rightarrow \mathbb{P}^2\) be an embedded resolution of \(\mathcal{C}\) (in fact, we can take the minimal one and we may resolve only the set \(\text{Sing}^*(\mathcal{C})\) of singular points of \(\mathcal{C}\) other than ordinary double points whose branches belong to different irreducible components of \(\mathcal{C}\)). As a consequence \(\sigma^*(\mathcal{C})\) is a simple normal crossing divisor. Let \(\mathcal{C}_1, \ldots, \mathcal{C}_r\) be the irreducible components of \(\mathcal{C}\). Then, one can write

\[
\sigma^*(\mathcal{C}) = \sum_{i=1}^{r} \mathcal{C}_i + \sum_{P \in \text{Sing}(\mathcal{C})} \sum_{i=1}^{r_P} n_{P,i}E_{P,i}
\]
where $\hat{C}_i$ is the strict transform of $C_i$ under $\sigma$ and $E_{P,i}$, $i = 1, \ldots, r_P$ accounts for the exceptional components in $\sigma^{-1}(P)$. Given $h \in \mathcal{O}_{X,P}$ the germ of a holomorphic function at $P$, we use the following standard notation $\text{mult}_{E_{P,i}} \sigma^* h$ to describe the order of vanishing of the total transform of $h$ along $E_{P,i}$. Analogously, given $\omega_P$ the germ of a holomorphic 2-form not vanishing at $P$, we use the notation $\nu_{P,i} := 1 + \text{mult}_{E_{P,i}} \sigma^* \omega_P$.

An $n$-th cyclic covering ramified along $C$ induces an $n$-th cyclic cover ramified along the divisor $\sigma^* C$ in $Y$ (1.11). One can define the line bundles $\mathcal{L}^{(k)} = \mathcal{O}_Y(L^{(k)})$ as in (1.10), where $H$ is the pull-back in $Y$ of a projective line. The announced description of $H^1(Y, \mathcal{L}^{(k)})$ admits the following form.

\textbf{Theorem 1.17 ([1])}. For $0 \leq k < n$, let

\begin{equation}
\sigma_k : H^0(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(k-3)) \rightarrow \bigoplus_{P \in \text{Sing}^*(C)} \mathcal{O}_{\mathbb{P}^2, P} \mathcal{J}_{C, P, \lambda}^{(k)}
\end{equation}

be the natural map where

\[ \mathcal{J}_{C, P, \lambda} := \{ h \in \mathcal{O}_{\mathbb{P}^2, P} \mid \text{mult}_{E_{P,i}} \sigma^*(h) \geq |\lambda n_{P,i} - \nu_{P,i} + 1| \} \]

\[ = \{ h \in \mathcal{O}_{\mathbb{P}^2, P} \mid \text{mult}_{E_{P,i}} \sigma^*(h) > \lambda n_{P,i} - \nu_{P,i} \}. \]

\[ \dim H^1(Y, \mathcal{L}^{(k)}) = \dim \text{coker} \sigma_k. \]

The second goal of this work is to generalize this theorem to the weighted projective plane. In order to do so we present a different proof of Theorem 1.17 that allows for an extension to the singular case. This new proof is somewhat more conceptual than the original one from [1] and will be outlined here for exposition purposes and to help the reader have a basic idea of the strategy that will be used for the proof of the main Theorem 4.4.

\textbf{Proof of Theorem 1.17}. The proof starts using the Riemann-Roch Theorem on the line bundles $\mathcal{L}^{(k)} = \mathcal{O}_Y(L^{(k)})$:

\begin{equation}
\chi(Y, \mathcal{L}^{(k)}) = \dim H^0(Y, \mathcal{L}^{(k)}) - \dim H^1(Y, \mathcal{L}^{(k)}) + \dim H^2(Y, \mathcal{L}^{(k)})
= \chi(Y, \mathcal{O}_Y) + \frac{L^{(k)} \cdot (L^{(k)} - K_Y)}{2}.
\end{equation}

Note that $\chi(Y, \mathcal{O}_Y) = 1$ since $Y$ is a rational surface. It is not hard to check that $H^0(Y, \mathcal{L}^{(k)})$ is a subspace of $H^0(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(-k))$ and hence $\dim H^0(Y, \mathcal{L}^{(k)}) = 0$.

Using Serre duality Theorem, we obtain that

\[ \dim H^2(Y, \mathcal{L}^{(k)}) = \dim H^0(Y, \omega_Y \otimes \mathcal{L}^{(k)^{-1}}). \]

The inclusion of $H^0\left(Y, \omega_Y \otimes \mathcal{L}^{(k)^{-1}}\right)$ in $H^0(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(k-3))$ can be understood as the kernel of the map $\sigma_k$ defined in (1.12). Consider the right-hand term in (1.13):

\[ 1 + \frac{L^{(k)} \cdot (L^{(k)} - K_Y)}{2} = 1 + \frac{k(k-3)}{2} + \frac{1}{2} \sum_{P \in \text{Sing}^*(C)} \left( \sum_{i=1}^{r_P} \left\lfloor \frac{k n_{P,i}}{n} \right\rfloor E_{P,i} \right) \cdot \left( \sum_{i=1}^{r_P} \left( \left\lfloor \frac{k n_{P,i}}{n} \right\rfloor - \nu_{P,i} + 1 \right) E_{P,i} \right) = \dim H_0(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(k-3)) + \sum_{P \in \text{Sing}^*(C)} \alpha^{(k)}_{C, P}. \]
Again, for the divisors have simple covering assuming the ambient surfaces involved have abelian quotient singularities and for dimension reasons it is enough to prove the result for let Lemma 2.1. embedded resolution. Let us start with a couple of preliminary results.

One can assume the extra condition that \( N \) implies that \( \dim \text{coker } \sigma_{kM} = \beta_{C,P}^{(k)} = \beta_{C,P}^{(k)} \).

Again, for \( M \) big enough the map \( \sigma_{kM} \) is surjective and thus \( \beta_{C,P}^{(k)} = 0. \)

2. Esnault–Viehweg’s theorem revisited

Here we present a generalization of Esnault–Viehweg’s results [9] about cyclic branched covering assuming the ambient surfaces involved have abelian quotient singularities and the divisors have simple \( \mathbb{Q} \)-normal crossings – this problem was also considered by Steenbrink [19, Lemma 3.14] in the context of the semistable reduction associated with an embedded resolution. Let us start with a couple of preliminary results.

**Lemma 2.1.** Let \( \pi : Y \to X \) be a weighted blow-up at a cyclic quotient singular point and let \( D \) be a Weil divisor on \( X \). Then \( R^i\pi_*\mathcal{O}_Y([\pi^*D]) = 0 \) for \( i > 0 \).

**Proof.** For dimension reasons it is enough to prove the result for \( i = 1 \). Consider \( \rho : Z \to Y \) a resolution of singularities of \( Y \) and denote by \( \sigma \) the composition \( \pi \circ \rho \) which is in turn a resolution of \( X \). Let us denote \( \mathcal{F} := \mathcal{O}_Z([\sigma^*D]) \). By [4, §1.1], one has \( R^1\sigma_*\mathcal{F} = 0 \).

On the other hand, Grothendieck’s spectral sequence \( E_2^{pq} = (R^p\pi_* R^q\rho_*)\mathcal{F} \implies R^{p+q}\sigma_*\mathcal{F} \) gives rise to the following

\[
R^1\sigma_*\mathcal{F} \simeq (R^0\pi_* R^1\rho_*)\mathcal{F} \oplus (R^1\pi_* R^0\rho_*)\mathcal{F}
\]

and, in particular, \( (R^1\pi_* R^0\rho_*)\mathcal{F} = 0 \).

Finally,

\[
R^0\rho_*\mathcal{F} = \rho_*\mathcal{F} = \rho_*\mathcal{O}_Z([\sigma^*D]) = \rho_*\mathcal{O}_Z([\rho^*\pi^*D]) = \mathcal{O}_Y([\pi^*D]),
\]

where the latest equality holds by the projection formula in Theorem 1.12. \( \square \)

**Proposition 2.2.** Under the assumptions of Lemma 2.1, one has the isomorphisms

\[
H^p(X, \mathcal{O}_X(D)) \simeq H^p(Y, \mathcal{O}_Y([\pi^*D])) \text{ and } H^p(X, \mathcal{O}_X(D)) \simeq H^p(Y, \mathcal{O}_Y([\pi^*D + K_X]))
\]

**Proof.** Since \( \mathcal{O}_Y([\pi^*D]) \) is acyclic for the functor \( \pi_* \) by Lemma 2.1, Leray’s spectral sequence \( E_2^{pq} = H^p(X, R^q\pi_*\mathcal{O}_Y([\pi^*D])) \implies H^{p+q}(Y, \mathcal{O}_Y([\pi^*D])) \) provides the isomorphism \( H^p(X, R^0\pi_*\mathcal{O}_Y([\pi^*D])) \simeq H^p(Y, \mathcal{O}_Y([\pi^*D])) \). By the projection formula on normal surfaces Theorem 1.12, one obtains \( \mathcal{O}_X(D) = \pi_*\mathcal{O}_Y([\pi^*D]) \) and hence the first isomorphism holds.
The second isomorphism is a consequence of combining the first one with a generalization of Serre’s duality in this context [4, §3.1], as follows
\[ H^r(X, \mathcal{O}_X(D)) = H^{2-p}(X, \mathcal{O}_X(-D + K_X)) = H^2-p(Y, \mathcal{O}_Y([\pi^*(-D + K_X)])) \]
\[ = H^p(Y, \mathcal{O}_Y(-[\pi^*(-D + K_X)] + K_Y)) = H^p(Y, \mathcal{O}_Y(-[-\pi^*D + \pi^*K_X - K_Y])) \]
\[ = H^p(Y, \mathcal{O}_Y([\pi^*D - K_\pi])). \]
Recall that \( K_Y = \pi^*K_X + K_\pi \) and both canonical divisors are Weil divisors with integral coefficients.

Let \( \rho : \tilde{X} \to X \) be a cyclic branched covering of \( n \) sheets between two projective surfaces having at most abelian quotient singularities. In particular, \( H^1(\tilde{X}, \mathbb{C}) \) is endowed with a pure Hodge structure compatible with the monodromy of the covering. Due to the construction of this Hodge structure \( H^1(\tilde{X}, \mathbb{C}) \) is naturally isomorphic to \( H^0(\tilde{X}, \Omega^1_{\tilde{X}}) \) where \( H^0(\tilde{X}, \Omega^1_{\tilde{X}}) \) is the complex conjugation of \( H^1(\tilde{X}, \mathbb{C}) \). The following result computes the Hodge structure of \( H^q(\tilde{X}, \mathcal{O}_{\tilde{X}}) \) providing the decomposition in terms of its invariant subspaces.

**Theorem 2.3.** Under the previous notation, assume the ramification set is given by a simple \( \mathbb{Q} \)-normal crossing integral Weil divisor \( D = \sum_{i=1}^r n_iD_i \), which is linearly equivalent to \( nH \) for some integral Weil divisor \( H \). Then
\[ H^q(\tilde{X}, \mathcal{O}_{\tilde{X}}) = \bigoplus_{k=0}^{n-1} H^q(X, \mathcal{O}_X(L^{(k)})), \quad L^{(k)} = -kH + \sum_{i=1}^r \left\lfloor \frac{kn_i}{n} \right\rfloor D_i, \]
where the monodromy of the cyclic covering acts on \( H^q(X, \mathcal{O}_X(L^{(k)})) \) by multiplication by \( e^{2\pi i k} \).

**Proof.** Since the result is true for the smooth case [19, 9], it is enough to show that the cohomology \( H^q(X, \mathcal{O}_X(L^{(k)})) \) remains the same after performing the first weighted blow-up in Hirzebruch’s resolution.

Let \( \pi : Y \to X \) be the \((1, p)\)-blow-up at a point of type \( \frac{1}{d}(1, p) \) (see §1.3 for the notation) and denote by \( E \) its exceptional divisor. Consider \( D' = \pi^*D - n\pi^*H + n[\pi^*H] \) – it is a Weil divisor linearly equivalent to \( n[\pi^*H] \) and, in addition, it is effective if \( D \) is. Denote by \( L^{(k)} \) its associated Weil divisor. There exist \( \rho_Y : Y \to Y \) another cyclic branched covering equivalent to \( \rho_X := \rho \) with ramification set given by \( D' \) and \( \tilde{\pi} : \tilde{Y} \to \tilde{X} \) a proper map completing the following diagram:

\[ \begin{array}{ccc}
\tilde{X} & \xrightarrow{\tilde{\pi}} & \tilde{Y} \\
\rho_X \downarrow & & \downarrow \rho_Y \\
X & \xleftarrow{\pi} & Y & \xleftarrow{\pi} & D', L^{(k)}
\end{array} \]

Locally, one can assume \( D_1 = \{x = 0\} \) and \( D_2 = \{y = 0\} \) with \( m_1 \) and \( m_2 \) possibly zero. Denote by \( c \in \frac{1}{d} \mathbb{Z} \) the rational number such that \( \lfloor \pi^*H \rfloor - \pi^*H = cE \). Note that \( \pi^*D_1 = \hat{D}_1 + \frac{1}{d}E \) and \( \pi^*D_2 = \hat{D}_2 + \frac{p}{d}E \). Then,
\[ \pi^*L^{(k)} = -k\pi^*H + \sum_{i=1}^r \left\lfloor \frac{kn_i}{n} \right\rfloor \hat{D}_i + \left( \frac{1}{d} \left\lfloor \frac{kn_1}{n} \right\rfloor + \frac{p}{d} \left\lfloor \frac{kn_2}{n} \right\rfloor \right) E, \]
\[ D' = \sum_{i=1}^r n_i\hat{D}_i + \left( \frac{1}{d}n_1 + \frac{p}{d}n_2 + cn \right) E, \]
\[ L^{(k)} = -k \left\lfloor \pi^*H \right\rfloor + \sum_{i=1}^r \left\lfloor \frac{kn_i}{n} \right\rfloor \hat{D}_i + \left( \frac{k}{d}n_1 + \frac{p}{d}n_2 + cn \right) \frac{1}{n} E. \]
The $\mathbb{Q}$-Weil divisor $L^{(k)}_\pi - \pi^* L^{(k)}$ has support on $E$ and its coefficient is given by

$$
\gamma := -kc + \left[ \frac{k n_1}{d} - \frac{1}{d} \left\lfloor \frac{kn_1}{n} \right\rfloor + \frac{p}{d} \left\lfloor \frac{kn_2}{n} \right\rfloor \right] \in \frac{1}{d} \mathbb{Z}.
$$

Using the fact that $a - 1 < |a| \leq a, \forall a \in \mathbb{Q}$, one shows that $\gamma$ belongs to the open real interval $\left(-1, \frac{1+p}{d}\right)$.

Two cases arise. If $\gamma \leq 0$, then $[\pi^* L^{(k)}] = L^{(k)} + [\gamma] E = L^{(k)}$. Otherwise, since $K_\pi = (-1 + \frac{1+p}{d})E$, one has $[\pi^* L^{(k)} + K_\pi] = L^{(k)} + \left[-\gamma - 1 + \frac{1+p}{d}\right] E = L^{(k)}$. In both cases, by Proposition 2.2, $H^q(Y, \mathcal{O}_Y(L^{(k)})) \simeq H^q(X, \mathcal{O}_X(L^{(k)}))$ and the claim follows. □

3. Local study: quasi-adjunction modules

The adjunction ideals $\mathcal{J}_{\pi, \mathcal{P}}$ in Theorem 1.17 for cyclic covers of $\mathbb{P}^2$ ramified along reduced curves were generalized by Libgober [12] for abelian covers and reduced curves in $\mathbb{P}^2$ cases, by Proposition 2.2, $H^q(Y, \mathcal{O}_Y(L^{(k)})) \simeq H^q(X, \mathcal{O}_X(L^{(k)}))$ and the claim follows. □

Definition 3.1. For any integer $k \in \mathbb{Z}$ and rational $\lambda \in \mathbb{Q}$ we introduce the following quasi-adjunction $\mathcal{O}_X$-modules:

$$
\mathcal{M}_\pi(C^\lambda, k) = \left\{ g \in \mathcal{O}_{X, \zeta^\lambda} \middle| \text{mult}_{E_v}(\pi^* \operatorname{div}_X(g)) > \sum_{i=1}^r \{\lambda n_i\} m_{vi} - \nu_v, \forall v \in \Gamma \right\}
$$

where $\sigma_{\lambda,v} := k - |w| - \sum_{i=1}^r [\lambda n_i] [f_i]$ and $|w| := w_0 + w_1 + w_2$.

In section 5 (Proposition 5.1) it will be shown that $\mathcal{M}_\pi(C^\lambda, k)$ does not depend on the given $\mathbb{Q}$-resolution. Also, the following upper semi-continuity property will be useful.

Lemma 3.2. Under the above conditions:

1. $\mathcal{M}_\pi(C^\lambda, k) = \mathcal{M}_\pi(C^{\lambda+\varepsilon}, k)$ for a sufficiently small $\varepsilon > 0$.
2. $\mathcal{M}_\pi(C^{\lambda+1}, k) = \mathcal{M}_\pi(C^\lambda, k - [C])$, where $[C]$ is the class of $C$.

More generally, $\mathcal{M}_\pi\left(C^{\lambda+\varepsilon}_{\frac{1}{\gcd(n_i)}}, k\right) = \mathcal{M}_\pi\left(C^\lambda, k - \left[\frac{1}{\gcd(n_i)}\right]C\right)$.

Proof. First note that both are submodules of the same invariant module $\mathcal{O}_{X, \zeta^\lambda}$ since the class $\sigma_{\lambda,k}$ does not change for a small enough $\varepsilon > 0$. The ring $\mathcal{O}_X$ is Noetherian, thus $\mathcal{M}_\pi(C^\lambda, k)$ admits a finite system of generators. Since the conditions in (3.2)

$$
\text{mult}_{E_v}(\pi^* \operatorname{div}_X(g)) > \sum_{i=1}^r \{\lambda n_i\} m_{vi} - \nu_v
$$


are given by a strict inequality there is a small positive \( \varepsilon' > 0 \) for which the inequalities

\[
\text{mult}_{E_i}(\pi^* \text{div}_X(g)) > \sum_{i=1}^r \{\lambda n_i\} m_{v_i} - \nu - \varepsilon' \]

still hold. Taking \( \varepsilon < \frac{\varepsilon'}{m_{v_i}} \) for \( n := \max\{n_j\}, m := \max\{m_{v_i}\} \) such that

\[
\{(\lambda + \varepsilon)n_i\} m_{v_i} < \{\lambda n_i\} m_{v_i} + \frac{\varepsilon'}{r},
\]

the result follows.

As for part (2) note that \( \sigma_{\lambda+1,k} = \sigma_{\lambda,k-|C|} \) and the set of conditions in (3.2) does not change since \( \{(\lambda + 1)n_i\} = \{\lambda n_i\} \). In general, the result follows from

\[
\sigma_{\lambda+1,k} = \frac{1}{\gcd(n_i)} \sigma_{\lambda,k-\frac{1}{\gcd(n_i)}C} \quad \text{and} \quad \{(\lambda + \frac{1}{\gcd(n_i)})n_i\} = \{\lambda n_i\}. \quad \square
\]

**Remark 3.3.** Note that in the smooth case \( X = (\mathbb{C}^2,0) \) one can drop \( k \) in the notation \( \mathcal{M}(\mathcal{C}^\lambda, k) \) and simply write \( \mathcal{M}(\mathcal{C}^\lambda) \), since both \( \mathcal{O}_{X,\mathcal{C}^\lambda,k} = \mathcal{O}_X \) and the conditions on \( g \in \mathcal{O}_X \) in (3.2) are independent of \( k \). Moreover, if \( 0 \leq \lambda < \frac{1}{\max\{n_i\}} \), then \( \mathcal{M}(\mathcal{C}^\lambda) \) coincides with the multiplier ideal associated with the principal ideal generated by an equation of \( C \) (for a definition of multiplier ideals see for instance [5]). This follows from the fact that \( \{\lambda n_i\} = \{\lambda n_i\} \) for all \( i = 1, \ldots, r \).

**Remark 3.4.** Ideals of quasi-adjunction \( A(j_1, \ldots, j_r|m_1, \ldots, m_r) \) \((0 \leq j_i < m_i)\) for \( X = \mathbb{C}^2 \) were originally defined by A.Libgober in [12, section 2.3]. Given a local divisor \( C = \sum_{i=1}^r n_iC_i \) in \( (\mathbb{C}^2,0) \) and \( \lambda = \frac{k}{\lambda} \) such that \( 0 \leq \lambda < \frac{1}{\max\{n_i\}} \), one can write \( \mathcal{M}(\mathcal{C}^\lambda) \) as a quasi-adjunction ideal choosing \( m_1 = d \), and \( j_i + 1 = d(1 - \lambda n_i) = d - k n_i \), that is,

\[
\mathcal{M}(\mathcal{C}^\lambda) = A(j_1, \ldots, j_r|d, \ldots, d).
\]

**Remark 3.5.** In general, note that \( \sigma_{\lambda,k} \) is independent of \( \lambda \) as long as \( 0 \leq \lambda < \frac{1}{\max\{n_i\}} \). Moreover, this case the expected monotonicity property holds

\[
\mathcal{O}_{X,\mathcal{C}^\lambda,k} = \mathcal{O}_{X,\mathcal{C}^{\lambda-1},k} \supseteq \mathcal{M}(\mathcal{C}^{\lambda_1}, k) \supseteq \mathcal{M}(\mathcal{C}^{\lambda_2}, k), \quad \text{for} \quad 0 \leq \lambda_1 \leq \lambda_2 < \frac{1}{\max\{n_i\}}.
\]

Example 3.7 exhibits this property does not need to hold for \( \lambda \geq \frac{1}{\max\{n_i\}} \).

**Example 3.6.** Consider \( X = \frac{1}{5}(2,3) \) and the irreducible Weil divisor \( C \) defined as the zero set of \( x^3 - y^2 \). By Remark 3.5, if \( \lambda \in [0,1) \) one has a stratification for \( \mathcal{M}(\mathcal{C}^\lambda, k) \) for the different \( k = 0, \ldots, 4 \) as shown in Table 1.

<table>
<thead>
<tr>
<th>( [0, \frac{1}{5}] )</th>
<th>( [\frac{1}{5}, \frac{1}{3}] )</th>
<th>( [\frac{1}{3}, \frac{1}{2}] )</th>
<th>( [\frac{1}{2}, \frac{2}{3}] )</th>
<th>( [\frac{2}{3}, \frac{5}{6}] )</th>
<th>( [\frac{5}{6}, 1] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ( \mathcal{O}_X )</td>
<td>( \supseteq \langle xy, x^3, y^5 \rangle )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 ( \mathcal{O}_{X,\mathcal{C}^1} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 ( \mathcal{O}_{X,\mathcal{C}^2} )</td>
<td>( \supseteq \langle y^4 \rangle )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 ( \mathcal{O}_{X,\mathcal{C}^3} )</td>
<td>( \supseteq \langle x^4 \rangle )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 ( \mathcal{O}_{X,\mathcal{C}^4} )</td>
<td>( \supseteq \langle y^3 \rangle )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** Stratification of \( \mathcal{M}(\mathcal{C}^{\lambda}, k) \) for \( \lambda \in [0,1) \).
Example 3.7. As a second example we will consider a non-reduced curve in a smooth surface. Take the divisor \( C = C_1 + 2C_2 \) in \((\mathbb{C}^2, 0)\), where \( C_1 \) is an ordinary cusp \( \{ y^2 + x^3 = 0 \} \), and \( C_2 \) is a smooth germ tangent to \( C_1 \), say \( \{ y = 0 \} \). Following the notation in (3.1), \( \Gamma = \{ v \} \) since one weighted blow-up with \( w = (2, 3) \) resolves the curve. Note that \( m_{x^1} = 6, m_{v^2} = 3, n_1 = 1, n_2 = 2, \) and \( \nu_v = 5 \), then according to Definition 3.1 one obtains the following condition

\[
\text{mult}_E, \pi^* x^i y^j = 2i + 3j > 6\{ \lambda \} + 3\{ 2\lambda \} - 5.
\]

The jumping values for \( \lambda \in [0, 1) \) are provided below

\[
\mathcal{C}_1 \quad \mathcal{C}_2 \quad \mathcal{C}_1 \quad E_v
\]

\[
\frac{1}{2} (1, 1) \quad \frac{1}{3} (1, 1)
\]

\[\text{Figure 1. } \mathbb{Q}\text{-Resolution of } C\]

\[
\mathcal{M}(C^\lambda) = \begin{cases} 
\mathbb{C}\{x, y\} & \text{for } \lambda \in [0, \frac{5}{12}), \\
\mathbb{C}\{x, y\} & \text{for } \lambda \in [\frac{5}{12}, \frac{1}{2}), \\
\mathbb{C}\{x, y\} & \text{for } \lambda \in [\frac{1}{2}, \frac{7}{12}), \\
m & \text{for } \lambda \in [\frac{7}{12}, \frac{5}{6}), \\
(x^2, y) & \text{for } \lambda \in [\frac{5}{6}, \frac{11}{12}), \\
m^2 & \text{for } \lambda \in [\frac{11}{12}, 1].
\end{cases}
\]

As mentioned in Remark 3.5 the sequence \( \mathcal{M}(C^\lambda) \) is decreasing for \( \lambda \in [0, \frac{1}{2}) \). However this is not true for \( \lambda \in [0, 1) \).

4. Global study: irregularity of cyclic coverings

Let \( w_0, w_1, w_2 \) be three pairwise coprime positive integers and let \( X := \mathbb{P}^2_w \) be the weighted projective plane with \( w = (w_0, w_1, w_2) \). The section is split into three parts. First, an interpretation of \( H^0(Y, \mathcal{O}_Y(D')) \) for a blow-up \( Y \) of \( X \) and \( \mathbb{Q} \)-divisors in terms of quasi-polynomials. Then the second cohomology groups of the cover are studied using Serre’s duality. Finally a formula for the irregularity is described with the help of the Euler characteristic and the Riemann-Roch formula on singular normal surfaces.


Consider \( \pi : Y \to X \) a composition of \( s \) weighted blowing-ups with exceptional divisors \( E_1, \ldots, E_s \).

Lemma 4.1. Given \( D \in \text{Weil}_2(X) \), the space \( H^0(X, \mathcal{O}_X(D)) \) is isomorphic to \( \mathbb{C}[x, y, z]_{w, d} \), the \( m \)-homogeneous polynomials of degree \( d := \deg_w([D]) \).

Proof. It is a well-known result for integral Weil divisors. The general rational case follows from the fact that by definition \( \mathcal{O}_X(D) = \mathcal{O}_X([D]) \). The isomorphism converts \( (h) \) into the \( w \)-homogeneous polynomial defined by \( (h) + [D] \geq 0 \).

Proposition 4.2. For any \( D \in \text{Weil}_2(X), m_i \in \mathbb{Q}, \) and \( D' \in \text{Weil}_2(Y), \) one has:

1. Under the previous isomorphism \( H^0(Y, \mathcal{O}_Y(\pi^*D + \sum_{i=1}^s m_i E_i)) \) can be identified with the subspace \( \{ F \in \mathbb{C}[x, y, z]_{w, d} | \text{mult}_{E_i} \pi^*F + m_i' \geq 0, \forall i \}, \) where \( m_i' := m_i + \text{mult}_{E_i} \pi^*\{ D \}, i = 1, \ldots, s. \)
(2) The cohomology $H^0(Y, \mathcal{O}_Y(D'))$ consists of all $w$-homogeneous polynomials $F$ of degree $\deg w [\pi_*D']$ such that $\mult_{E_i} \pi_* F \geq \mult_{E_i} (\pi_* [\pi_* D'] - D')$ for all $i = 1, \ldots, s$.

Proof. The statement (2) is a direct consequence of (1) after writing $D'$ in the form $\pi^* D + \sum_{i=1}^m E_i$ for $D = \pi_* D'$ and $m_i = \mult_{E_i} (D' - \pi^* D) \in \mathbb{Q}$.

In order to prove (1), let us consider $h \in K(Y)$. According to Proposition 1.13, its associated divisor $(h)$ belongs to $H^0(Y, \mathcal{O}_Y(\pi^* D + \sum_{i=1}^m E_i))$ if and only if

$$\pi^* (D' - D) + \sum_i m_i E_i \geq 0.$$  

Since $K(Y)$ and $K(X)$ are isomorphic under $\pi$, the global section $h$ can be written as $h = \pi^* h'$ for some $h' \in K(X)$. The condition from (4.1) in terms of $h'$ is $(h') + D \geq 0$, or equivalently $h \in H^0(X, \mathcal{O}_X(D'))$, and

$$\pi^* (D') + \sum_i m_i E_i = \pi^* (D') + \sum_i m_i E_i \geq 0.$$  

Let $F$ be the $w$-homogeneous polynomial defined by the effective $(h') + D$. Using the isomorphism $H^0(X, \mathcal{O}_X(D')) \cong \mathbb{C}[x, y, z]_{w, d}$ described in Lemma 4.1, the inequality (4.2) simply becomes $\mult_{E_i} \pi^* F + m_i' \geq 0$, $\forall i = 1, \ldots, s$, as claimed. \qed

4.2. The second cohomology group.

Let $\rho_X : \tilde{X} \rightarrow \mathbb{P}_w^2 =: X$ be a cyclic branched covering ramifying on a (non-necessarily) reduced curve $\mathcal{C} = \sum_{j=1}^r n_j C_j$ with $d := \deg w \mathcal{C}$ sheets, denote by $d_j = \deg w C_j$ so that $\sum_{j=1}^r n_j d_j = d$. Assume $\mathcal{C} \sim dH$ where $H$ is a divisor of $w$-degree one—it is neither effective nor reduced in general. In order to use the power of section 2, one needs to deal with a $\mathbb{Q}$-normal crossing divisor. Hence, let $\pi : Y \rightarrow X$ be an embedded $\mathbb{Q}$-resolution of $\mathcal{C}$ and consider the maps $\tilde{\pi} : \tilde{Y} \rightarrow X$ and $\rho_Y : \tilde{Y} \rightarrow Y$ completing the following commutative diagram.

\[
\begin{array}{ccc}
\tilde{X} & \xrightarrow{\tilde{\pi}} & \tilde{Y} \\
\rho_X \downarrow & & \downarrow \rho_Y \\
X & \xrightarrow{\pi} & Y
\end{array}
\]

Denote by $S$ the points of $\mathbb{P}_w^2$ that have been blown up in the resolution $\pi : Y \rightarrow X$ and $\Gamma_P$ the dual graph associated with the resolution of $P \in S$. Then the total transform of $\mathcal{C}$ and $H$ and the relative canonical divisor can be written as

$$\pi^* \mathcal{C} = \mathcal{C} + \sum_{P \in S} \sum_{v \in \Gamma_P} m_v E_v, \quad \pi^* \mathcal{C}_j = \hat{C}_j + \sum_{P \in S} \sum_{v \in \Gamma_P} m_{vj} E_v,$$

$$\pi^* H = \hat{H} + \sum_{P \in S} \sum_{v \in \Gamma_P} \ell_v E_v, \quad K_{\pi} = \sum_{P \in S} \sum_{v \in \Gamma_P} (\nu_v - 1) E_v.$$  

Clearly one has the relations $\hat{C} = \sum_{j=1}^r n_j \hat{C}_j$ and $m_v = \sum_{j=1}^r n_j m_{vj}$. Finally consider the divisor $L^{(k)}$ corresponding to the covering $\rho_Y$, see Theorem 2.3.

Theorem 4.3. The dual space $H^2(Y, \mathcal{O}_Y(L^{(k)})^*)$ is isomorphic to the $\mathbb{C}$-vector space

$$\left\{ F \in \mathbb{C}[x, y, z]_{w, s_k - [w]} \mid \mult_{E_v} \pi^* F > \sum_{j=1}^r \left\{ \frac{kn_j}{d} \right\} m_{vj} - \nu_v, \forall v \in \Gamma_P, \forall P \in S \right\}$$

where $\mathbb{C}[x, y, z]_{w, l}$ is the vector space of $w$-homogeneous polynomials of degree $l$,

$$s_k := \sum_{j=1}^r \left\{ \frac{kn_j}{d} \right\} d_j \in \mathbb{Z}, \text{ and } |w| = w_0 + w_1 + w_2.$$
If \( \mathcal{C} \) is reduced, then \( s_k = k \) and 
\[
\sum_{j=1}^{r} \left\{ \frac{kn_j}{d} \right\} m_{vj} = \frac{km_v}{d}.
\]

**Proof.** By Serre’s duality \( H^2(Y, \mathcal{O}_Y(L^{(k)})) \cong H^0(Y, \mathcal{O}_Y(K_Y - L^{(k)})) \). We plan to apply Proposition 4.2 to the divisor \( D' := K_Y - L^{(k)} \). Recall that \( K_Y = \pi^* K_X + K_\pi \).

According to (4.3) the divisor \( \pi^* \mathcal{C} - d\pi^* H \) is decomposed as
\[
-d\hat{H} + \sum_{j=1}^{r} n_j \mathcal{C}_j + \sum_{P \in S} \sum_{v \in \Gamma_P} (m_v - d\ell_v) E_v
\]
and hence by definition \( L^{(k)} \) is the divisor
\[
L^{(k)} = -k\hat{H} + \sum_{j=1}^{r} \left[ \frac{kn_j}{d} \right] \mathcal{C}_j + \sum_{P \in S} \sum_{v \in \Gamma_P} \left( \frac{k(m_v - d\ell_v)}{d} \right) E_v,
\]
that can be easily written as
\[
(4.4) \quad L^{(k)} = \pi^* \left( -kH + \sum_{j=1}^{r} \left[ \frac{kn_j}{d} \right] \mathcal{C}_j + \sum_{P \in S} \sum_{v \in \Gamma_P} \left[ \frac{k(m_v - d\ell_v)}{d} \right] E_v \right),
\]
where \( e_{vk} = \sum_{j=1}^{r} \left[ \frac{kn_j}{d} \right] m_{vj} \). Then
\[
(4.5) \quad \left| \pi^* D' \right| = \left| \pi^* (K_Y - L^{(k)}) \right| = K_X + kH - \sum_{j=1}^{r} \left[ \frac{kn_j}{d} \right] \mathcal{C}_j,
\]
which has \( w \)-degree
\[
(4.6) \quad k - |w| - \sum_{j=1}^{r} \left[ \frac{kn_j}{d} \right] d_j = \sum_{j=1}^{r} \left\{ \frac{kn_j}{d} \right\} d_j - |w| = s_k - |w|.
\]

Note that if the curve \( \mathcal{C} \) is reduced and thus all \( n_i = 1 \), then \( s_k = k \) and \( e_{vk} = 0 \). Moreover,
\[
\pi^* \left( \pi^* D' \right) = D' = -K_\pi + \sum_{P \in S} \sum_{v \in \Gamma_P} \left( \frac{k(m_v - d\ell_v)}{d} \right) E_v.
\]

From Proposition 4.2(2), \( F \in H^0(Y, \mathcal{O}_Y(K_Y - L^{(k)})) \) if and only if for all \( v \in \Gamma_P \) and \( P \in S \) one has
\[
(4.7) \quad \text{mult}_{E_v} \pi^* F \geq \left[ \frac{km_v}{d} - k\ell_v \right] + k\ell_v - e_{vk} - (\nu_v - 1).\]

It remains to show that this condition is equivalent to the one given in the statement. If \( F \in \mathbb{C}[x, y, z] \) is \( w \)-homogeneous of degree \( s_k - |w| = k - |w| - \sum_{j=1}^{r} \left[ \frac{kn_j}{d} \right] d_j \), then the divisor \( (F) - kH + K_X + \sum_{j=1}^{r} \left[ \frac{kn_j}{d} \right] \mathcal{C}_j \) has degree 0 and thus \( \text{mult}_{E_v} \pi^* F - k\ell_v + \nu_v - 1 + e_{vk} \) is an integer. Hence the condition (4.7) can be rewritten as
\[
\text{mult}_{E_v} \pi^* F - \left[ \frac{km_v}{d} + e_{vk} + \nu_v - 1 \right] \geq 0
\]
or equivalently \( \text{mult}_{E_v} \pi^* F > \frac{km_v}{d} - e_{vk} - \nu_v \). Since \( m_v = \sum_{j=1}^{r} n_j m_{vj} \) the latter term equals \( \sum_{j=1}^{r} \left\{ \frac{kn_j}{d} \right\} m_{vj} \) and the proof is complete. \( \square \)
4.3. Irregularity of a cyclic cover of a weighted projective plane.

Let $\rho_X : \tilde{X} \to X$ be a cyclic covering and $\pi : Y \to X$ a $\mathbb{Q}$-resolution as defined in section 4.2. Recall that

$$H^1(\tilde{X}, \mathbb{C}) = H^1(\tilde{Y}, \mathbb{C}) = H^1(Y, \mathcal{O}_Y) \oplus H^0(Y, \Omega^1_Y) = H^1(Y, \mathcal{O}_Y) \oplus \overline{H^1(Y, \mathcal{O}_Y)}.$$ 

In this section the dimension of the $e^{\frac{2\pi i k}{d}}$-eigenspace of $H^1(Y, \mathcal{O}_Y)$ will be computed using the tools developed in section 2. Hence the classical formula (see Theorem 1.17) will be generalized in three directions: first, it applies to a surface with quotient singularities (the weighted projective plane); second, the ramification locus need not be completely resolved (a partial resolution is enough); and finally, the result also applies to non-reduced ramification divisors. For this latter purpose we define the following divisor $\mathcal{C}^{(k)}$ which is trivial when the ramification divisor is reduced:

$$\mathcal{C}^{(k)} := \sum_{j=1}^r \left\lfloor \frac{kn_j}{d} \right\rfloor C_j.$$ 

The divisor $\mathcal{C}^{(k)}$ appeared implicitly in (4.5). Recall there is a natural isomorphism between $H^0 \left( \mathbb{P}^2_{\mathbb{Z}}, \mathcal{O}_{\mathbb{P}^2_{\mathbb{Z}}} \left( kH + K_{\mathbb{P}^2_{\mathbb{Z}}} - \mathcal{C}^{(k)} \right) \right)$ and the vector space of $w$-homogeneous polynomials of total degree $s_k - |w|$ (see (4.6) and statement of Theorem 4.3).

**Theorem 4.4.** For $0 \leq k < d$, let

$$\pi^{(k)} : H^0 \left( \mathbb{P}^2_{\mathbb{Z}}, \mathcal{O}_{\mathbb{P}^2_{\mathbb{Z}}} \left( kH + K_{\mathbb{P}^2_{\mathbb{Z}}} - \mathcal{C}^{(k)} \right) \right) \to \bigoplus_{P \in S} \mathcal{O}_{\mathbb{P}^2_{\mathbb{Z}}, P} \left( kH + K_{\mathbb{P}^2_{\mathbb{Z}}} - \mathcal{C}^{(k)} \right) \mathcal{M}^{(k)}_{\mathcal{C}, P}$$

be the evaluation map where $\mathcal{M}^{(k)}_{\mathcal{C}, P} := \mathcal{M}_P(\mathcal{C}^{(k)}, k)$ is defined as the following quasi-adjunction $\mathcal{O}_{\mathbb{P}^2_{\mathbb{Z}}, P}$-module

$$\mathcal{M}^{(k)}_{\mathcal{C}, P} = \left\{ g \in \mathcal{O}_{\mathbb{P}^2_{\mathbb{Z}}, P} \left( kH + K_{\mathbb{P}^2_{\mathbb{Z}}} - \mathcal{C}^{(k)} \right) \mid \text{mult}_E \pi^* g > \sum_{j=1}^r \left\lfloor \frac{kn_j}{d} \right\rfloor m_{v_j} - \nu_v, \forall v \in \Gamma_P \right\}.$$ 

Then,

$$\dim H^1(Y, \mathcal{O}_Y(\mathcal{L}^{(k)})) = \dim \ker \pi^{(k)}.$$ 

In particular, if $\mathcal{C}$ is reduced, then

$$\pi^{(k)} : H^0 \left( \mathbb{P}^2_{\mathbb{Z}}, \mathcal{O}_{\mathbb{P}^2_{\mathbb{Z}}} \left( kH + K_{\mathbb{P}^2_{\mathbb{Z}}} \right) \right) \to \bigoplus_{P \in S} \mathcal{O}_{\mathbb{P}^2_{\mathbb{Z}}, P} \left( kH + K_{\mathbb{P}^2_{\mathbb{Z}}} \right) \mathcal{M}^{(k)}_{\mathcal{C}, P}$$

where

$$\mathcal{M}^{(k)}_{\mathcal{C}, P} := \left\{ g \in \mathcal{O}_{\mathbb{P}^2_{\mathbb{Z}}, P} \left( kH + K_{\mathbb{P}^2_{\mathbb{Z}}} \right) \mid \text{mult}_E \pi^* g > \frac{km_{v_j}}{d} - \nu_v, \forall v \in \Gamma_P \right\}.$$ 

**Proof.** First note that by Theorem 4.3 the kernel of $\pi^{(k)}$ is isomorphic to the dual of $H^2(Y, \mathcal{O}_Y(\mathcal{L}^{(k)}))$. Rewriting $\dim \ker \pi^{(k)}$ in terms of $\dim \coker \pi^{(k)}$ and using the Euler characteristic $\chi(Y, \mathcal{O}_Y(\mathcal{L}^{(k)})) = \sum_{q=0}^{2} (-1)^q \dim H^q(Y, \mathcal{O}_Y(\mathcal{L}^{(k)}))$, one obtains

$$\dim H^1(Y, \mathcal{O}_Y(\mathcal{L}^{(k)})) = \dim \coker \pi^{(k)} + A,$$

where

$$A = \dim H^0 \left( \mathbb{P}^2_{\mathbb{Z}}, \mathcal{O}_{\mathbb{P}^2_{\mathbb{Z}}} \left( kH + K_{\mathbb{P}^2_{\mathbb{Z}}} - \mathcal{C}^{(k)} \right) \right) - \sum_{P \in S} \dim \mathcal{O}_{\mathbb{P}^2_{\mathbb{Z}}, P} \left( kH + K_{\mathbb{P}^2_{\mathbb{Z}}} - \mathcal{C}^{(k)} \right) \mathcal{M}^{(k)}_{\mathcal{C}, P} \left( \mathcal{L}^{(k)} \right)$$

$$- \chi(Y, \mathcal{O}_Y(\mathcal{L}^{(k)})) + \dim H^0(Y, \mathcal{O}_Y(\mathcal{L}^{(k)})).$$

For $k = 0$, $\dim H^0(Y, \mathcal{O}_Y(\mathcal{L}^{(k)})) = \chi(Y, \mathcal{O}_Y(\mathcal{L}^{(k)})) = 1$ and the rest of the terms appearing in $A$ are zero. Then $A = 0$ and the claim follows.
Assume from now on that \( k \neq 0 \), then \( \dim H^0(Y, \mathcal{O}_Y(L^{(k)})) = 0 \). The first part of the proof is to rewrite \( A \) in terms of local properties of the curve \( C \). To compute the zero cohomologies in (4.8) we use the Riemann-Roch formula on normal surfaces (see Theorem 1.15).

Recall from (4.6) that \( s_k - |w| \) is the degree of \( kH + K_{P^2_w} - C^{(k)} \). Then since \( s_k > 0 \), one obtains

\[
h^0(P^2_w, \mathcal{O}_{P^2_w}(s_k - |w|)) = h^0(P^2_w, \mathcal{O}_{P^2_w}(kH + K_{P^2_w} - C^{(k)})) = 1 + \frac{1}{2} (kH + K_{P^2_w} - C^{(k)}) \cdot (kH - C^{(k)}) + R_{P^2_w}(kH + K_{P^2_w} - C^{(k)}).
\]

After applying Serre’s duality to \( R_{P^2_w} \) the last term can be replaced:

\[
R_{P^2_w}(kH + K_{P^2_w} - C^{(k)}) = R_{P^2_w}(-kH + C^{(k)}) = \sum_{P \in S} R_{P^2_w, P}(-kH + C^{(k)}).
\]

Now we are interested in studying the Euler characteristic of \( \mathcal{O}_Y(L^{(k)}) \). From the proof of Theorem 4.3, see (4.4), it follows that

\[
L^{(k)} = \pi^*(-kH + C^{(k)}) + \sum_{P \in S} \sum_{v \in \Gamma_P} \left( \frac{k(m_v - d\ell_v)}{d} + k\ell_v - e_v \right) E_v.
\]

Let us denote by \( \alpha_{C,P}^{(k)} \) the rational number

\[
\alpha_{C,P}^{(k)} = \frac{1}{2} \sum_{v,b \in \Gamma_P} \left( \frac{k(m_v - d\ell_v)}{d} + k\ell_v - e_v \right) \left( \frac{k(m_b - d\ell_b)}{d} + k\ell_b - e_b - (\nu_b - 1) \right) E_v \cdot E_b.
\]

Applying the Riemann-Roch formula (Theorem 1.15) to the \( V \)-surface \( Y \) one has

\[
\chi(Y, \mathcal{O}_Y(L^{(k)})) = 1 + \frac{L^{(k)} \cdot (L^{(k)} - K_Y)}{2} + R_Y(L^{(k)})
\]

\[
= 1 + \frac{1}{2} (-kH + C^{(k)}) \cdot (-kH + C^{(k)} - K_{P^2_w}) + \sum_{P \in S} \alpha_{C,P}^{(k)} + R_Y(L^{(k)}).
\]

Rearranging the local contributions to the correction term \( R_Y(L^{(k)}) \) one obtains

\[
R_Y(L^{(k)}) = \sum_{Q \in Y} R_{Y,Q}(L^{(k)}) = \sum_{P \in S} \sum_{Q \in \pi^{-1}(P)} R_{Y,Q}(L^{(k)}).
\]

Putting all the previous calculations (4.8), (4.9), (4.10), (4.12), (4.13) together, one obtains \( A = -\sum_{P \in S} \beta_{C,P}^{(k)} \), where

\[
\beta_{C,P}^{(k)} = \alpha_{C,P}^{(k)} + \frac{\mathcal{O}_{P^2_w, P}(kH + K_{P^2_w} - C^{(k)})}{\mathcal{N}_{C,P}^{(k)}} + \sum_{Q \in \pi^{-1}(P)} R_{Y,Q}(L^{(k)}) - R_{P^2_w, P}(-kH + C^{(k)}),
\]

and, finally,

\[
\dim H^1(Y, \mathcal{O}_Y(L^{(k)})) = \dim \text{coker } \pi^{(k)} - \sum_{P \in S} \beta_{C,P}^{(k)}.
\]

The second part of the proof consists in showing that \( \beta_{C,P}^{(k)} = 0 \) for any \( P \in S \). Without loss of generality one can assume \( P = [0 : 0 : 1] \). The proof is analogous for the other singular points of \( P^2_w \). For the remaining points in \( S \) the same proof works changing \( w_2 \) by 1.
**Step 1.** Note that \( \beta_{C,P}^{(k)} \) only depends on the topological type of \((C, P) \subset (\mathbb{P}^2, w) = \frac{1}{w_2}(w_0, w_1), \frac{k}{d} \in \mathbb{Q}, \) and \((C, P) = \frac{1}{w_2}(w_0, w_1)\) modulo \(w_2\).

The result is trivial for the last summand of (4.14). The key point for the first two summands is to show that the term \( \left[ \frac{km_w}{c} - kl_v \right] + kl_v \) only depends on \( \frac{k}{d}, m_v, \ell_v \) (which depend on the local topological type both of the surface and the curve), and \(k\) modulo \(w_2\) as opposed to \(k\). The latter is a consequence of the fact that \(\ell_v \in \frac{1}{w_2}\mathbb{Z}\). Finally, for the third summand in (4.14) one needs to use (4.4).

**Step 2.** For any given \(P \in S\) we can apply Lemma 4.6 to \((C, P)\) and obtain a global generic curve \(D \subset \mathbb{P}^2_w\) such that \((D, P) = (C, P)\).

**Step 3.** One applies (4.15) to the new curve \(D\). Note that the only singularity contributing to the right-hand side is \(P \in D\) and \((D, P)\) has the same topological type as \((C, P)\). For a curve \(D\) of big enough degree, the cokernel in (4.15) is zero. In addition, by [16, Theorem II, p. 306] the left-hand side of (4.15) is also zero and hence \(\beta_{D,P}^{(k)} = 0\) for all \(0 \leq k' < \deg D\).

**Step 4.** Finally, combining properties (5), (6), and (7) in Lemma 4.6 together with Step 1 above, it immediately follows that \(\beta_{C,P}^{(k)} = \beta_{D,P}^{(k')}\), for \(k' = k_d \deg D \mod k\), \(\deg D_j \equiv \deg C_j = d_j \mod (w_2)\) for all \(j = 1, \ldots, r\), and \(\frac{k}{\deg D} = \frac{k'}{\deg D}\). \(\square\)

**Example 4.5.** As we can study the 6-fold cyclic cover \(\bar{X}\) of \(\mathbb{P}^2\) ramified along the non-reduced divisor \(C = C_1 + 2C_2 + 3C_3\), where \(C_1, C_2, C_3\) are any three concurrent lines. Note that

\[
\mathcal{M}(C^5) = \begin{cases} 
\{(x, y)\} & \text{for } k = 5 \\
\mathbb{C} & \text{otherwise.}
\end{cases}
\]

By Theorem 4.4 one needs to consider the morphism:

\[
\pi^{(k)} = H^0(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(s_k - 3)) \to \frac{\mathcal{O}_{\mathbb{C}^2, 0}}{\mathcal{M}(C^5)} = \begin{cases} 
0 & \text{if } k = 0, \ldots, 4 \\
\mathbb{C} & \text{if } k = 5.
\end{cases}
\]

It is also straightforward to check that \(s_5 = 2\). Hence \(\text{coker } \pi^{(5)} = \mathbb{C}\) is the only non-trivial cokernel and thus \(\dim H^1(\bar{X}, \mathcal{C}) = 2\).

**Lemma 4.6 (Global realization Lemma).** Let \((C, P)\) be the topological type of a curve singularity in a cyclic quotient surface of normalized type \(\frac{1}{w_2}(w_0, w_1)\). Then there exists a global curve \(D \subset \mathbb{P}^2_w\), \(w = (w_0, w_1, w_2)\), in a weighted projective plane such that:

1. \((\mathbb{P}^2_w, O = [0 : 0 : 1])\) is a surface singularity of type \(\frac{1}{w_2}(w_0, w_1)\),
2. \((C, P)\) and \((D, O)\) have the same topological type,
3. One obtains \(D \cap \text{Sing } \mathbb{P}^2_w \subset \text{Sing } D = \{O\}\).

Moreover, if \(C = C_1 \cup \ldots \cup C_r\) is already a global curve in some weighted projective plane \(\mathbb{P}^2_w\) and \(P \in C\) is as above with \((\mathbb{P}, P) = \frac{1}{w_2}(w_0, w_1)\), then for any integer \(N\) a curve \(D = D_1 \cup \ldots \cup D_r\) can be found in \(\mathbb{P}^2_w\) satisfying the following extra conditions:

4. \(D \cap \text{Sing } \mathbb{P}^2_w \subset \{O\}\) and \(\text{Sing } D = \{O\} \cup N\), where \(N\) is a set of nodal points of \(D\) (at smooth points of \(\mathbb{P}^2_w\)),
5. \(\deg C\) divides \(\deg_w D > N\),
6. \(\deg D_j \equiv \deg C_j \mod (w_2)\), and
7. \(q \equiv 1 \mod (w_2)\), where \(q := \frac{\deg_w D}{\deg_w C} \in \mathbb{Z}_{>0}\).

**Proof.** Similarly as in the case of germs on a smooth surface, there is a polynomial representative \(f(x, y)\) of \((C, P)\). In this case \(f(x, y) = \sum_{(i,j) \in \Gamma(f)} a_{ij}x^iy^j\) where

\[
\bar{w}_0i + \bar{w}_1j \equiv w_0i + w_1j \equiv \lambda \mod (w_2)
\]
\[(i,j) \in \Gamma(f)\) and the set \(\Gamma(f) = \{(i,j) \in \mathbb{Z}^2 | a_{i,j} \neq 0\}\) is finite and \(\lambda\) is a fixed integer \(0 \leq \lambda < w_2\). Adding monomials of high enough \((w_0, w_1)\)-degree satisfying (4.16), one can assure that the topological type of \(\{g = f + F = 0\}\) at \(P = (0,0)\) coincides with that of \((C,P)\). The next step will be to homogenize \(g\) with respect to \(w = (w_0, w_1, w_2)\). Denote by \(M := \max\{w_0i + w_1j | (i,j) \in \Gamma(g)\}\). Given any \((i,j) \in \Gamma(g)\) note that \(M - (w_0i + w_1j) = d_{i,j}w_2 \geq 0\). Hence,

\[
G(X,Y,Z) = \sum_{(i,j) \in \Gamma(g)} a_{i,j}X^iY^jZ^{d_{i,j}}
\]

is a \(w\)-homogeneous polynomial of degree \(M\). For a generic choice of monomials in \(F\), the global curve \(D = \{G = 0\}\) satisfies the required conditions (1)-(3).

For the second part, we proceed as before for each irreducible component \(C_j\) obtaining \(D = D_1 \cup \ldots \cup D_r\). By the generic choice of monomials for each irreducible component, condition (4) is immediately satisfied and it will avoid the other singular points of \(\mathbb{P}_w^2\) if \(M_j = \deg_w D_j\) is a multiple of \(w_0w_1\). Also, note that \(M_j = \deg_w D_j\) from the construction above and \(M = \sum_j n_jM_j = \deg_w D\). Consider \(\Delta \in \mathbb{Z}_{>0}\) such that \(\Delta \equiv -w_2^{-1}\) mod \((w_0w_1)\) and define

\[
M_j := (\Delta w_2 + 1) \deg_w C_j, \quad \text{for all } j = 1, \ldots, r,
\]

then \(M_j\) satisfies (6). By construction \(M = (\Delta w_2 + 1) \deg_w C\) which proves (5) and \(\frac{M}{\deg_w C} = \Delta w_2 + 1\) satisfies (7). Since \(\Delta\) can be chosen big enough, then the result follows. \(\square\)

5. Examples and Applications

In this section some applications of the global theory (Theorem 4.4) are provided. Some of them are theoretical, such as the independence of \(M_\pi(C^{\lambda}, k)\) on the \(\mathbb{Q}\)-resolution, others are concrete examples of calculations. In particular, we provide examples that exhibit new features in our approach. Namely, only a \(\mathbb{Q}\)-resolution is required to obtain the birational information on the ramified covers; also the special relevance of the singular points of the surface is shown in a particular case; finally, a Zariski pair in a weighted projective plane is described (see [2] for more examples).

5.1. Independence of the \(\mathbb{Q}\)-resolution: global to local.

As announced in section 3 we can show that \(M_\pi(C^{\lambda}, k)\) is independent of the chosen \(\mathbb{Q}\)-resolution. This is an interesting application where the global theory is used to prove a local result.

**Proposition 5.1.** Let \(\pi_i : Y_i \rightarrow X, i = 1, 2\) be two good \(\mathbb{Q}\)-resolutions of \(C \subset (X,0)\), then

\[
M_{\pi_1}(C^{\lambda}, k) = M_{\pi_2}(C^{\lambda}, k).
\]

**Proof.** By Lemma 3.2(2) it is enough to show the result for all \(0 \leq \lambda < 1\). Let us decompose \(C = \sum n_iC_i\) where \(C_i\) are the irreducible components of \(C\). The surface can be written as \(X = \frac{1}{w_2}(w_0, w_1)\) a cyclic singularity in a normal form, that is, \(\gcd(w_i, w_j) = 1\) for \(i \neq j\). Consider \(0 \leq \lambda < 1\) a rational number and \(0 \leq k < w_2\). By Lemma 3.2(1), for any given good resolution \(\pi : Y \rightarrow X\) of \((X,C)\) there is an \(\varepsilon > 0\) such that \(M_\pi(C^{\lambda}, k) = M_\pi(C^{\lambda+\varepsilon}, k)\).

We claim one can find a projective curve \(D \subset \mathbb{P}_w^2, w = (w_0, w_1, w_2)\) as in (4.17) in the proof of Lemma 4.6, where \(\deg_w D = c(1 + \Delta w_2)\) for \(c > 0, c \equiv [C] \mod (w_2)\) and a big enough \(\Delta \gg 0\) and \(a \equiv k \mod (w_2)\) such that \(X' := \frac{a}{\deg_w D} \in [\lambda, \lambda + \varepsilon]\). Since \(D\) is normal crossing outside of \(P\) by property (4) in Lemma 4.6 the morphism \(\pi\) is also a resolution of \(D\). Hence

\[
M_\pi(C^{\lambda}, k) = M_\pi(C^{X'}, k) = M_\pi(D^{X'}, k) = M_\pi(D^{X'}, a).
\]
The map $\pi^{(a)}$ in Theorem 4.4 is as simple as
\[
\pi^{(a)} : H^0 \left( \mathbb{P}^2_{\ell}, \mathcal{O}_{\mathbb{P}^2_{\ell}} \left( aH + K_{\mathbb{P}^2_{\ell}} - D^{(a)} \right) \right) \longrightarrow \frac{\mathcal{O}_{\mathbb{P}^2_{\ell}} \left( aH + K_{\mathbb{P}^2_{\ell}} - D^{(a)} \right)}{\mathcal{M}_\pi(D^N, a)}.
\]
Since $\deg_D D$ can be chosen big enough, one can assume $\pi^{(a)}$ is surjective. Since $\ker \pi^{(a)} = H^2(Y, \mathcal{O}_Y(L^{(a)}))$ is a birational covering of $\mathbb{P}^2_{\ell}$ ramified along $\mathcal{D}$, one obtains
\[
\dim_{\mathbb{C}} \frac{\mathcal{O}_{\mathbb{P}^2_{\ell}} \left( aH + K_{\mathbb{P}^2_{\ell}} - D^{(a)} \right)}{\mathcal{M}_\pi(D^N, a)} = \dim_{\mathbb{C}} \frac{\mathcal{O}_{\mathbb{P}^2_{\ell}} \left( kH + K_{\mathbb{P}^2_{\ell}} - D^{(k)} \right)}{\mathcal{M}_\pi(D^N, k)}
\]
is independent of the resolution.

Finally, the result follows since any two resolutions are simultaneously dominated by a third one and if $\pi$ dominates $\pi'$, then $\mathcal{M}_\pi(C^\lambda, k) \subset \mathcal{M}_{\pi'}(C^\lambda, k)$.

As for the claim, note that the proof of Lemma 4.6 can be redone from the local situation using any list of positive $c_i \equiv [C_i] \mod (w_2)$ and $\deg_D D_i = c_i(1 + \Delta w_2)$. Hence $\deg_D D = c := \sum_i n_i c_i \equiv [C] \mod (w_2)$. Take any $\Delta \gg 0$ such that $\Delta \equiv -w_2^{-1} \mod (w_0w_1)$ and $\frac{c}{c_1 + \Delta w_2} \epsilon \epsilon > 0$, denote $N := (1 + \Delta w_2) > 0$. Take $n_1 \in \mathbb{Z}_{>0}$ such that $\frac{n_1}{N} \in [\lambda, \lambda + \epsilon]$. Note that $\frac{n_1 + j}{N} \in [\lambda, \lambda + \epsilon]$ for all $j = 0, ..., w_2 - 1$, hence there is exactly one such $j$ for which $a := n_1 + j \equiv k \mod (w_2)$. This proves the claim. \(\square\)

5.2. Partial versus total resolutions.

This example illustrates the advantage of using $\mathbb{Q}$-resolutions. In addition, this can be used to obtain information about local invariants of the embedding of a curve in a cyclic quotient singularity.

Example 5.2. Let $C$ be the curve in $X := \mathbb{P}^2_{(9,5,2)}$ defined by $g = x^2z + y^2z^5 + y^4$. Consider the cyclic branched covering $\pi : \bar{X} \to X$ of degree $d = 20$ ramifying on $C$. This curve passes through the point $[1 : 0 : 0]$ which is of type $\frac{1}{3}(5,2)$ and it is quasi-smooth, since it is locally isomorphic to $z = 0$. The curve is singular at $[0 : 0 : 1] \in \frac{1}{2}(1,1)$ and it defines a quasi-node, i.e. it is locally isomorphic to $xy = 0$. The rest of the points are smooth and $[0 : 1 : 0] \notin C$. Therefore the curve itself is already a $\mathbb{Q}$-divisor with (non-simple!) $\mathbb{Q}$-normal crossings and Theorem 4.4 tells us that $H^1(\bar{X}, \mathcal{O}) = 0$ because the map $\pi^{(k)}$ is identically zero. Note that showing this fact is not obvious if one uses a standard good resolution.

We can use this fact to obtain a formula for the correction term map
\[
R_{X, P} : \text{Weil}(X, P)/\text{Cart}(X, P) \longrightarrow \mathbb{Q},
\]
see section 1.6. We resolve the singularity of $X$ at the point $P = [0 : 1 : 0] \in \frac{1}{2}(1,3)$ so that $\sum_{Q \in \pi^{-1}(P)} R_{Y, Q}(L^{(k)}) = 0$. Since the curve does not pass through this point, the second term in (4.14) is zero and the formula $\beta^{(k)}_{C, P}$ becomes
\[
R_{X, P}(-kH) = \alpha^{(k)}_{C, P} := \frac{1}{2} \sum_{i,j=1}^2 \{-k\ell_i\} (\{-k\ell_i\} + \nu_i - 1) E_i \cdot E_j.
\]
Following the Hirzebruch-Jung method, one obtains two exceptional divisors $E_1$ and $E_2$ and the following numerical data:
\[
A = \begin{pmatrix} -2 & 1 \\ 1 & -3 \end{pmatrix}, \quad \nu_1 = \frac{4}{5}, \quad \nu_2 = \frac{3}{5}, \quad \ell_1 = -\frac{11}{5}, \quad \ell_2 = -\frac{2}{5},
\]
where $A$ is the intersection matrix of the resolution and $H = \text{div}_X(x) - 4\text{div}_X(z)$ was chosen for the computation of $\ell_1$ and $\ell_2$. This completely describes the map $R_{X, P}$, since
and each point is in a different line passing through $P$.
The curve of degree 6 has 4 points of type $A$.

Example 5.3. Let $C \subset S = \mathbb{P}^2_{(1,2,1)}$ with equation

$$F(x, y, z) := -4x^3 z^3 - 27z^6 - 18xy^2z^3 + x^2y^2 + 4y^3 = 0.$$  

This curve of degree 6 has 4 points of type $A_2$ and does not pass through the singular point $P$ of the plane. The only possible $k$ for which $H^1(Y, \mathcal{O}_Y(L(k)))$ may not vanish is $k = 5$ where the ideal is the maximal one. We have

$$\pi^{(5)} : H^0(S, \mathcal{O}_S(5 - 4)) \longrightarrow \mathbb{C}^4$$

and each point is in a different line passing through $P$. Hence $\ker \pi^{(5)} = 0$ and

$$\dim \ker \pi^{(5)} = \dim H^1(Y, \mathcal{O}_Y(L(k))) = 2.$$

Example 5.4. Let $C$ be the curve of degree $d = 6$ in $\mathbb{P}^2_w, w = (3, 2, 1)$ given by $G = x^2 + y^3$.

Consider the cyclic branched covering $\rho : \tilde{X} \rightarrow \mathbb{P}^2_w$ ramifying on $C$. This curve has only one singular point at $P = [0 : 0 : 1]$ and does not pass through the singular points of $\mathbb{P}^2_w$. Resolving the singularity of the curve with a $(3, 2)$-blow up gives rise to one exceptional divisor $E$ with self-intersection number $-1/6$ and $\pi^*C = \tilde{C} + 6E, K_\pi = 4E$. Since $H^0(\mathbb{P}^2_w, \mathcal{O}_{\mathbb{P}^2_w}(k - 6)) = 0$ for $k = 0, \ldots, 5$, the cokernel of $\pi^{(k)}$ is

$$\ker \pi^{(k)} = \mathcal{O}_{\mathbb{P}_2,0}/\{g | \text{mult}_E \pi^*h > k - 5\}$$

whose dimension is 1 for $k = 5$ and 0 for $k = 0, \ldots, 4$. According to Theorem 4.4, $\dim H^1(\tilde{X}, \mathbb{C}) = 2$ and the characteristic polynomial of the monodromy of the covering acting on $H^1(\tilde{X}, \mathbb{C})$ is $(t - e^{2\pi \lambda})(t - e^{2\pi \zeta^2}) = t^2 - t + 1$.

Note that the 6th-cyclic cover of $\mathbb{P}^2$ ramified along any curve of degree 6 having just a singular point with the topological type of $x^2 + y^3$ does not have any irregularity. Therefore the singular points of the ambient space might affect the irregularity of the covering, even though they have codimension 2.

5.4. A Zariski pair of curves on the weighted projective plane.

Consider the curve $C_\lambda \subset S = \mathbb{P}^2_{(1,1,3)}$ defined by the polynomial

$$G(x, y, z) = (\lambda yz + xz - x^3y^3) + (yz - xz + x^3y^3) + (-\lambda yz + \lambda xz + x^3y^3)^3$$

with $\lambda \in \mathbb{C}$ and $a + b = 4$ so that it is quasi-homogeneous. As above, let $\rho_\lambda : \tilde{X}_\lambda \rightarrow S$ be the cyclic branched covering of degree $d = 12$ ramifying on $C_\lambda$. Using $H^1(\tilde{X}_\lambda, \mathbb{C})$, which is an invariant of the pair $(S, C_\lambda)$, we will see that $(S, C_1)$ and $(S, C_\zeta)$ for $\zeta$ a 3rd primitive root of unity, provide a Zariski pair for $(a, b) = (1, 3)$. However, the question remains open for $(a, b) = (2, 2)$ and $\lambda = 1, \zeta$, since $H^1(\tilde{X}_\lambda, \mathcal{O}_{\tilde{X}_\lambda}) = 0$.

Assume from now on that $(a, b) = (1, 3)$. The curve $C_\lambda$ has only three singular points at the origins of the projective plane, $P_1 = [1 : 0 : 0], P_2 = [0 : 1 : 0], P_3 = [0 : 0 : 1]$ and note that $(S, P_i)$ is regular at $i = 1, 2$ whereas $S_3 = (S, P_3)$ is $1/3(1, 1)$. From Theorem 4.4 one needs to study the cokernel of the map

$$\pi^{(k)} : H^0(S, \mathcal{O}_S(k - 5)) \longrightarrow \mathcal{O}_{C_\lambda,0}^{(k)} \oplus \mathcal{O}_{C_\lambda,0}^{(k)} \oplus \mathcal{O}_{S_3,0}^{(k - 5)}$$

for $k = 0, \ldots, 11$. To understand the three vector spaces on the right-hand side one resolves the singularities of the curve as shown in Figure 2. The local type of the surface singularities and the self-intersections are shown for convenience.
Locally at $P_3$ the polynomial $G_\lambda$ can be written as

$$(x + \lambda y)^3 + 3xy^3\left(y^2 - 2(\lambda^2 + \lambda + 1)xy + \lambda^2 x^2\right) + 3x^2y^6(y + \lambda x) + x^3y^9$$

and thus changing the local coordinates with $(x, y) = (x_3, \lambda^2(y_3 - x_3))$ which is compatible with the group action, one obtains

$$(\lambda^3 - 1) \left(A_{\lambda,3}x_3^3 + A_{\lambda,4}x_3^2y_3 + A_{\lambda,5}x_3y_3^2\right) + B_{\lambda}x_3^6 + \lambda^6 y_3^3 + \sum_{i,j} C_{\lambda ij}x_3^iy_3^j$$

with $i + 2j > 6$, $A_{\lambda,3} = \lambda^2(3\lambda^2 + 2\lambda + 3)$, $A_{\lambda,4} = -3\lambda^2(2\lambda^2 + \lambda + 1)$, $A_{\lambda,5} = 3\lambda^4$, and $B_{\lambda} = -3\lambda^6(3\lambda^2 + 2\lambda + 3)$. If $\lambda = 1, \zeta$, then the blow-up with respect to the weight $(1, 2)$ resolves the curve at the point $P_3 \in S_3 = \frac{1}{1}(1, 1)$. In addition, this shows that $(G_\lambda, P_3)$, $\lambda = 1, \zeta$, have the same topological type, since they have the same resolution graph, as shown in Figure 2. Moreover, note from equation (5.2) that the deformations in this family near $C_1$ or $C_\zeta$ are not equisingular. Let us denote by $E_3$ the exceptional divisor, then $\text{mult}_{E_3} \pi^*(x^3_3y^3_3) = i + 2j$ and hence $m_3 = 6$, $\nu_3 = 3$ (see section 1.3). Note that the equation $x_3^3 + y_3^3$ defines an irreducible curve in $S_3$. Using these local coordinates $\mathcal{O}_{S_3} = \mathbb{C}\{x_3^3, x_3^2y_3, x_3y_3^2, y_3^3\}$. The third vector space in (5.1) can be described as

$$(\mathcal{O}_{S_3,\zeta}^{(k+5)}_{\mathcal{M}_{C_\lambda, P_3}} = \left\{ \frac{\mathcal{O}_{S_3,\zeta}^{(k+1)}}{g \mid \text{mult}_{E_3} \pi^*g > \frac{k}{2} - 3} \right\} \cong \begin{cases} 0 & \text{if } k = 0, \ldots, 7, \\ \langle x_3^3 \rangle_\zeta & \text{if } k = 8, \ldots, 11, \end{cases}$$

where $k+1$ denotes $k+1$ modulo 3. This is a consequence of the fact that $\mathcal{O}_{S_3,\zeta}^{(0)} = \mathcal{O}_{S_3}$, $\mathcal{O}_{S_3,\zeta}^{(1)} = \langle x_3, y_3 \rangle \mathcal{O}_{S_3}$, and $\mathcal{O}_{S_3,\zeta}^{(2)} = \langle x_3^2, x_3y_3, y_3^2 \rangle \mathcal{O}_{S_3}$.

For $P_2 = \{0 : 1 : 0\}$ one uses the change of coordinates on $G_\lambda(x, 1, z)$, $(x, z) = (x_2, z_2 - x_2)$ to get a polynomial of the form $\beta_\lambda x_2^2 + z_2^2 + \sum_{ij} b_{\lambda ij}x_2^iz_2^j$ with $3i + 4j > 12$ and $\beta_\lambda \neq 0$. The blow-up with respect to $(3, 4)$ resolves the singular point. The exceptional divisor is denoted by $E_2$ and $m_2 = 12$, $\nu_2 = 7$. The second summand in (5.1) is

$$\frac{\mathcal{O}_{C_2}^{(k)}_{\mathcal{M}_{C_\lambda, P_2}}}{\{ g \mid \text{mult}_{E_2} \pi^*g > k - 7 \}} \cong \begin{cases} 0 & \text{if } k = 0, \ldots, 6, \\ \mathbb{C} & \text{if } k = 7, 8, 9, \\ \langle 1, x_2 \rangle_\zeta & \text{if } k = 10, \\ \langle 1, x_2, z_2 \rangle_\zeta & \text{if } k = 11. \end{cases}$$

**Figure 2.** Resolution of $C_\lambda$
Finally, for $P_1 = [1 : 0 : 0]$ one blows up $G_\lambda(1, y_1, \lambda^2(z_1 - y_1^3)) = \alpha y_1^{10} + z_1^3 + \sum_{ij} a_{ij} y_1^i z_1^j$ with $3i + 10j > 30$ and $\alpha \neq 0$ with weight vector $(3, 10)$ to resolve the singular point. The exceptional divisor $E_1$ gives rise to $m_1 = 30$ and $\nu_1 = 13$. The first vector space in (5.1) is

\[
\mathcal{O}_{\mathbb{C}^2} \left\{ g \mid \text{mult}_{E_3} \pi^* g > \frac{5k}{2} - 13 \right\}
\]

(5.5)  

Using the previous calculations one can check that $H^1(Y, \mathcal{O}_Y(L^{(k)})) = 0$ for any $k \neq 10$ and $\lambda = 1, \zeta$ by studying the cokernel of $\pi^{(k)}$.

To finish we give the details for $\lambda = 10$. In order to study the cokernel of $\pi^{(10)}$, let us fix a basis $B_1 := \{x^5, x^4 y, x^3 y^2, x^2 y^3, x^3 y^4, y^3, x^2 z, x y z, y^2 z\}$ of $H^0(\mathbb{P}^3, \mathcal{O}_{\mathbb{P}^3}(k - 5))$ and a basis $B_2 = \{1, y_1, y_1^2, y_1^3, z_1, \lambda \} \oplus \{1, x_2 \} \oplus \{x_3 \} \oplus \{1, x_2 \} \oplus \{x_3 \} \oplus \{1, x_2 \} \oplus \{x_3 \}$ of the vector space on the right-hand side in (5.1) computed above, see (5.3), (5.4), (5.5). The matrix associated with $\pi^{(10)}$ in the bases $B_1$ and $B_2$ becomes

\[
A = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \lambda^2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \lambda & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\lambda^2 \lambda
\end{pmatrix}
\]

To clarify how this matrix was built let us recall the definition of $\pi^{(10)}$. Given $F(x, y, z)$ its image under $\pi^{(10)}$ is

\[
F(1, y_1, \lambda^2(z_1 - y_1^3))B_{21} \oplus F(x_2, 1, z_2 - x_2)B_{22} \oplus F(x_3, \lambda^2(y_3 - x_3), 1)B_{23},
\]

where the subindex indicates coordinates in the corresponding basis. This way for example $\pi^{(10)}(xyz) = (\lambda^2 y_1 z_1 - \lambda^2 y_1^3)B_{21} \oplus (x_2 z_2 - x_2^3)B_{22} \oplus (\lambda^2 x_3 y_3 - \lambda^2 x_3^3)B_{23}$, which produces the vector $(0, 0, 0, 0, -\lambda^2, 0, 0, 0, -\lambda^2)$, namely the 8th column of $A$.

For $\lambda = \zeta$ the rank of $A$ is 9, thus coker $\pi^{(10)} = 0$. However, for $\lambda = 1$ the rank is 8 and then the kernel and the cokernel has dimension 1. The kernel is generated by the quasi-homogeneous polynomial $F = xy^4 + x y z + y^2 z = y(xy^4 + xz + yz)$ and the cokernel is generated for instance by $x_3^3 \in B_{23}$. This shows that $\dim H^1(\mathbb{P}^3, \mathcal{O}_{\mathbb{P}^3}) = 2$ while $\dim H^1(\mathbb{P}^3, \mathcal{O}_{\mathbb{P}^3}) = 0$. Note that the expected dimension of the cokernel is 0 since both spaces have the same dimension. The existence of the special curve $\{F = 0\}$ whose equation is in the kernel of this map, satisfying certain local properties at $P_1$, $P_2$, and $P_3$ determines the non-trivial irregularity for $\mathcal{X}_1$. This phenomenon, classically referred to as superabundance, can be geometrically seen in Figure 3. 

Figure 3. Superabundance in $C_1$
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