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ABSTRACT. We prove the optimal Strichartz estimates for Schrödinger equations with charge transfer potentials and general source terms in $\mathbb{R}^n$ for $n \geq 3$. The proof is based on asymptotic completeness for the charge transfer models and the (weak) point-wise time decay estimates for the scattering states of such systems of Rodnianski, Schlag and Soffer [41]. The method extends for the matrix charge transfer problems.
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1. Introduction

1.1. Main results. For describing our main results, let us first recall the following definition of scalar charge transfer model.
Definition 1.1. By a (scalar) charge transfer model, we mean the following time-dependent Schrödinger equation

\[
\begin{aligned}
&i\partial_t \psi = -\frac{1}{2} \Delta \psi + \sum_{k=1}^{m} V_k(x - \vec{v}_k t) \psi \\
&\psi(s, \cdot) = \psi_s(\cdot), \quad x \in \mathbb{R}^n, \ s \in \mathbb{R},
\end{aligned}
\]  

(1.1)

where \( \vec{v}_k \) are distinct vectors in \( \mathbb{R}^n \) (\( n \geq 3 \)) and for every \( 1 \leq k \leq m \), the real potential \( V_k \) satisfies that (i) \( V_k \) is exponentially localized smooth function of \( \mathbb{R}^n \), and (ii) \( 0 \) is neither a zero eigenvalue nor a zero resonance of Schrödinger operator \( H_k = -\frac{1}{2} \Delta + V_k(x) \).

Say that \( \psi \) is a resonance if it is a distributional solution of equation \( H_k \psi = 0 \) and belongs to the space \( L^2((x)^{-\sigma}dx) \) for some \( \sigma > \frac{1}{2} \), but not for \( \sigma = 0 \). One should notice that the condition (i) here is assumed for convenience, not for optimality. The condition (ii) usually appeared in the studies and applications of general dispersive estimates, see e.g. [27, 28, 29, 41, 45]. Moreover, it is known that there is no resonance for \( n \geq 5 \).

Schrödinger equation (1.1) describes the \( m \)-centers of forces are traveling along the given straight line trajectories \( \vec{v}_k t \) (\( k = 1, 2, \cdots, m \)) all of which act on a quantum mechanical particle of mass \( 1 \) through the potential \( V_k(x) \). It is a well-known model has been thoroughly studied by many peoples, e.g. by [23, 48, 47, 50] for the multi-channel scattering theory, and by Rodnianski, Schlag and Soffer [41, 42] for time decay estimates. In this work, we are mainly interested in proving the homogeneous and inhomogeneous endpoint Strichartz estimates for scalar (and matrix) charge transfer problem with initial data belonging to scattering states in \( L^2(\mathbb{R}^n) \) as \( n \geq 3 \). The method of proof relies on the use of the Kato-Jensen type estimates and AC (asymptotic completeness), as well as on the known \( L^1 \cap L^2 \) into \( L^{\infty} \) decay estimate (see Rodnianski, Schlag and Soffer [41, 42]) of the charge transfer Hamiltonian. The proof also requires new estimates of the (time-dependent) projection on the scattering states of \( H(t) \) (see (1.7)). Moreover, the methods used in [41] required localization of initial data, which is not suitable for proving endpoint Strichartz estimates.

Without loss of generality, we shall assume that the number of potentials in Definition 1.1 is \( m = 2 \) and that the velocities are \( \vec{v}_1 = 0, \vec{v}_2 = (1, 0, \ldots, 0) = \vec{e}_1 \). Thus let us turn to the problem

\[
\begin{aligned}
&i\partial_t \psi = -\frac{1}{2} \Delta \psi + V_1 \psi + V_2(x - \vec{e}_1 t) \psi \\
&\psi(s, \cdot) = \psi_s(\cdot)
\end{aligned}
\]  

(1.2)

where \( V_1, V_2 \) are exponentially localized smooth potentials and satisfy the conditions of Definition 1.1. For studying the charge transfer model, the Galilei transforms and their inverse will be often used as follows:

\[
G_{\vec{v},y}(t) = e^{-it\vec{\omega}} e^{-ix\vec{v}} e^{i(y+\vec{v})}, \quad G_{\vec{v},y}(t)^{-1} = e^{it\vec{\omega}} G_{-\vec{v},-y}(t)
\]

(1.3)

where \( \vec{\omega} = -i \vec{v}, \nabla_k = (\partial_{x_1}, \partial_{x_2}, \cdots, \partial_{x_n}) \) and \( y, \vec{v} \in \mathbb{R}^n \). When \( y = 0 \), we simply write \( G_{\vec{v},0}(t) = G_{\vec{v},y}(t) \) and then \( G_{\vec{v},y}(t)^{-1} = G_{-\vec{v},0}(t) \). Given a function \( f(x) \) on \( \mathbb{R}^n \), we have

\[
(G_{\vec{v},y}(t)f)(x) = e^{-it\vec{\omega}} e^{-ix\vec{v}} f(x + \vec{v} + y), \quad \forall x \in \mathbb{R}^n,
\]

which clearly implies that the Galilei transforms \( G_{\vec{v},y}(t) \) are isometries on all \( L^p(\mathbb{R}^n) \) spaces with \( 1 \leq p \leq \infty \). Moreover, one can easily check that \( G_{\vec{v},y}(t) e^{it\vec{\omega}} = e^{it\vec{\omega}} G_{\vec{v},y}(0) \) and generally

\[
G_{\vec{v},y}(t) e^{i(t-s)\vec{\omega}} = e^{i(t-s)\vec{\omega}} G_{\vec{v},y}(s), \ t, s \in \mathbb{R}.
\]
By using the above commutation relations and Duhamel formula, we can show that the function
\[ \psi(t, x) := G_{\vec{v}, y}(t)^{-1}e^{-itH}G_{\vec{v}, y}(0)\psi_0, \quad H = -\frac{1}{2}\Delta + V. \]
satisfies Schrödinger equation with a moving potential
\[ i\partial_t \psi = -\frac{1}{2}\Delta \psi + V(x - \vec{v}t - y)\psi, \quad \psi(0, \cdot) = \psi_0. \]
Conversely, one can also reduce Schrödinger equation with one moving potential to the time-independent case by Galilei transforms. In the sequel, we will make use of these properties of $G_{\vec{v}, y}(t)$ without further mentioning.

By the assumptions on potentials $V_1$ and $V_2$ in Definition 1.1, it follows from the Birman-Schwinger principle (see e.g. Reed-Simon [39]) that Schrödinger operators $H_1$ and $H_2$ have only finite discrete negative eigenvalues with finite multiplicities. So we can list $u_1, \ldots, u_m$ and $w_1, \ldots, w_f$ (counting multiplicity) be the normalized orthogonal bound states of $H_1$ and $H_2$ corresponding to these negative eigenvalues $\lambda_1, \ldots, \lambda_m$ and $\mu_1, \ldots, \mu_f$, respectively. Denote by $P_{\text{b}}(H_1)$ and $P_{\text{b}}(H_2)$ the projections onto the bound states space of $H_1$ and $H_2$, respectively and let $P_{\text{ac}}(H_\kappa) = I - P_{\text{b}}(H_\kappa)$, $\kappa = 1, 2$. The projections have the form
\[ P_{\text{b}}(H_1) = \sum_{i=1}^m \langle \cdot, u_i \rangle u_i, \quad P_{\text{b}}(H_2) = \sum_{j=1}^f \langle \cdot, w_j \rangle w_j. \]
It is well-known that the solution would not disperse for arbitrary initial data even for Schrödinger equations with only one potential. We need to use appropriate projection to project away bound states for the problem (1.2). Thus the following orthogonality condition in the context of the charge transfer Hamiltonian (1.2) was introduced firstly by Rodnianski, Schlag and Soffer [41].

**Definition 1.2.** Let $U(t, s)$ be the two parameter unitary propagators of Schrödinger equation (1.2) and $\psi(t, x) = U(t, s)f$ be the solution with an initial value $\psi(0) = f \in L^2(\mathbb{R}^n)$ (see e.g. Reed-Simon [38]). We say that $f$ (or also $\psi(t, \cdot)$) is asymptotically orthogonal to the bound states of $H_1$ and $H_2$ if
\[ \|P_{\text{b}}(H_1)U(t, s)f\|_{L^2} + \|P_{\text{b}}(H_2)U(t, s)f\|_{L^2} \to 0 \text{ as } t \to +\infty, \]
where
\[ P_{\text{b}}(H_1, t) = P_{\text{b}}(H_1), \quad P_{\text{b}}(H_2, t) = G_{-\vec{\epsilon}_1}(t)P_{\text{b}}(H_2)G_{\vec{\epsilon}_1}(t) \]
for all times $t$, by assumptions that $\vec{v}_1 = 0$ and $\vec{v}_2 = (1, 0, \ldots, 0) = \vec{\epsilon}_1$.

For each $s \in \mathbb{R}$, denote by $\mathcal{A}(s)$ the set of $f$ satisfying (1.5). We remark that the set $\mathcal{A}(s)$ is a closed subspace of $L^2$ and exactly coincides with the space of scattering states beginning from $t = s$ for the charge transfer problem (see e.g. Theorem 1.1 of Graf [23]). Let $P_{\text{c}}(s)$ denote the projections on the closed scattering subspace $\mathcal{A}(s)$ in $L^2$. If $V_2 = 0$, then clearly $P_{\text{c}}(s) \equiv P_{\text{ac}}(H_1) = 1 - P_{\text{b}}(H_1)$ (the absolute spectra projection of $H_1$). If $V_2 \neq 0$, then $P_{\text{c}}(t)$ is very different from the instantaneous projections $P_{\text{ac}}(H(t))$ on the continuous spectral part of the time-dependent Hamiltonian:
\[ H(t) = -\frac{1}{2}\Delta + V_1 + V_2(x - \vec{\epsilon}_1 t). \]
Although the definition of $P_{\text{ac}}(H(t))$ is quite intuitive and simple, however, in this paper we don’t use them. Comparably, the projections $P_{\text{c}}(t)$ have several nice properties which play indispensable roles in our arguments. This will be shown in more detail in the next section. Furthermore, if
the orthogonality condition of Definition 1.2 on initial data $f$ is satisfied, then the following decay estimates for the charge transfer Hamiltonian have been established by using the multi-channels decomposition method in Rodnianski, Schlag and Soffer [41] and Cai [12].

**Proposition 1.1.** Let $U(t, s)$ denote the two parameter unitary propagators of Schrödinger equation (1.2). Then for any initial data $f \in L^1 \cap \mathcal{A}(s)$, there exists some constant $C > 0$ independent of $t, s$ such that the solution has the weak decay estimate

$$\|U(t, s)f\|_{L^2 + L^\infty} \leq C(t-s)^{-\alpha/2}\|f\|_{L^1 \cap L^2},$$

holds, where the norms

$$\|f\|_{L^2 + L^\infty} := \inf_{f=h+g} (\|h\|_{L^2} + \|g\|_{L^\infty}), \quad \|f\|_{L^1 \cap L^2} := \max(\|f\|_{L^1}, \|f\|_{L^2})$$

with the dual relation $(L^2 + L^\infty)^* = L^1 \cap L^2$.

Moreover, if $\hat{\nabla}_1, \hat{\nabla}_2 \in L^1$ (the hat “~” denotes Fourier transform), then one further has the strongly decay estimate

$$\|U(t, s)f\|_{L^\infty} \leq C|t-s|^{-\alpha/2}\|f\|_{L^1}.$$

We remark that the weak estimate (1.8) was first proved in Rodnianski, Schlag and Soffer [41], and the stronger $L^1 \cap L^2 \to L^\infty$ decay estimate $\|U(t, s)f\|_{L^\infty} \leq C|t-s|^{-\alpha/2}\|f\|_{L^1 \cap L^2}$ can also be found there. The $L^1 \to L^\infty$ decay estimate (1.9) was finally established in Cai [12]. Notice that only the case $s = 0$ was considered in [41] and [12], it is easy to check that the proof process in [41] can work well and have uniformly bounds for all initial value time $s$.

Note that considering potentials that are moving and time-dependent, (Non-endpoint or endpoint) Strichartz estimates for charge transfer models can’t be directly deduced by the $L^1 - L^\infty$ decay estimate (1.9) and the $T^*T$ duality method, as usually done in Journé, Sogge and Soffer [29, 28], Ginibe-Velo [21] and Kee-Tao [31] et al. In this paper we will prove the full Strichartz estimates for the (scalar and matrix) charge transfer models based on the $L^1 \cap L^2 \to L^\infty$ decay estimates, not necessarily $L^1 \to L^\infty$ estimates and the analysis of $P_c(s)$ as the projections on the scattering states. Indeed, the use of $P_c(s)$ greatly simplifies the analysis of time dependent Hamiltonians. As we will show, this family of projection operators $P_c(s)$ intertwines in a nice way with the full dynamical operators $U(t, s)$:

$$P_c(t)U(t, s) = U(t, s)P_c(s), \quad t, s \in \mathbb{R}.$$ (1.10)

The crucial asymptotic completeness for the charge transfer models can be used to control uniformly the projections $P_c(s)$ in some weighted spaces (see Proposition 2.3 of Section 2). This is then used together with Duhamel and reversed Duhamel representation of the solution of the charge transfer problem, to prove local decay estimates for such dynamics (this was not proved or used in Rodnianski, Schlag and Soffer [41, 42]), and then prove the endpoint Strichartz estimates. The arguments above then allow us to prove the Strichartz estimates from a $L^1 \cap L^2 \to L^\infty$ bounds and avoid the $T^*T$ duality method. We mention that previously, the instantaneous projections $P_{ac}(H(t))$ on the continuous spectral part of the time-dependent Hamiltonian $H(t)$ were used to study dispersive estimates. To get favorable commutation of these instantaneous projections, one needs to modify the dynamics by extra commutator term, as utilized by Perelman [35], see also [4, 6, 15]. This commutator correction was done by following a similar construction of Kato [30], in his studies of the adiabatic theorem.

Now we state one of our main results:
Theorem 1.1. Let $U(t)\psi_0 := U(t,0)\psi_0$ be the solution of the equation (1.2) with an initial value $\psi_0 \in \mathcal{S}'(0)$ at $t = 0$. Then one has the homogeneous Strichartz estimates

\begin{equation}
\|U(t)\psi_0\|_{L^p_t L^q_x} \leq \|\psi_0\|_{L^2}
\end{equation}

where the admissible pair $(p, q)$ satisfies

\begin{equation}
\frac{2}{p} = \frac{n}{2} - \frac{n}{q}, \quad 2 \leq p \leq \infty, \quad n \geq 3.
\end{equation}

An analogous statement holds for the equation (1.1) with any finite number of moving potentials.

Note that $P_\epsilon(t)U(t,0)f = U(t,0)P_\epsilon(0)f$ for any $f \in L^2$, the homogeneous Strichartz estimate (1.11) is equivalent to the following operator form

\begin{equation}
\|P_\epsilon(t)U(t)f\|_{L^p_t L^q_x} \leq \|f\|_{L^2}, \quad f \in L^2,
\end{equation}

which shows exactly that the scattering part of any solution $U(t)f$ satisfies dispersive estimates. It actually happens even for equation with a source term $F(t,x)$. Now consider the following nonhomogeneous charge transfer model:

\begin{equation}
\begin{cases}
i\partial_t \psi = -\frac{1}{2}\Delta \psi + V_1 \psi + V_2(x - \epsilon_1 t)\psi + F(t,x) \\
is(0,\cdot) = \psi_0.
\end{cases}
\end{equation}

Theorem 1.2. Let $\psi(t)$ be the solution of the equation (1.14) with any initial date $\psi_0 \in L^2$ and $(\bar{p}, \bar{q})$ and $(\bar{p}, \bar{q})$ are any two admissible pairs satisfying (1.12). If $F \in L^{\bar{p}}_t L^{\bar{q}}_x$, then the solution $\psi(t)$ satisfies the following nonhomogeneous Strichartz estimates

\begin{equation}
\|P_\epsilon(t)\psi(t)\|_{L^p_t L^q_x} \leq \|\psi_0\|_{L^2} + \|F\|_{L^\bar{p}_t L^\bar{q}_x}.
\end{equation}

A similar statement also holds for the equation (1.14) with multi-moving potentials.

As we mentioned before, our methods also work well for matrix charge transfer models, which are related with the N-soliton dynamics and soliton with potential interaction problems on nonlinear Schrödinger equations. Let us first introduce the definition of matrix charge transfer model.

**Definition 1.3.** By a matrix charge transfer model we mean a system

\begin{equation}
\begin{cases}
i\partial_t \vec{\psi} = \begin{pmatrix} -\frac{1}{2}\Delta & 0 \\ 0 & \frac{1}{2}\Delta \end{pmatrix} \vec{\psi} + \sum_{s=1}^m V_s(t,x - \vec{v}_st)\vec{\psi} \\
is(0,\cdot) = \vec{\psi}_0, \quad x \in \mathbb{R}^n,
\end{cases}
\end{equation}

where $\vec{v}_j$ ($j = 1, 2, \cdots, m$) are distinct vectors in $\mathbb{R}^n$ ($n \geq 3$) and $V_s$ ($k = 1, 2, \cdots, m$) are matrix potentials of form

\begin{equation}
V_s(t,x) = \begin{pmatrix} U_s(x) & -e^{i\theta_s(t,x)}W_s(x) \\ e^{-i\theta_s(t,x)}W_s(x) & -U_s(x) \end{pmatrix}
\end{equation}

where $U_s$, $W_s$ are some localized smooth functions and

\begin{equation}
\theta_s(t,x) = (|\vec{v}_s|^2 + \alpha_s^2)t + x \cdot \vec{v}_s + \gamma_s, \quad \alpha_s, \gamma_s \in \mathbb{R}, \quad \alpha_s \neq 0.
\end{equation}

Definition above may seem more complex compared to the scalar charge transfer model. In fact, these systems arise in the study of stability of multi-soliton states or soliton-potential interaction of nonlinear Schrödinger equations, see e.g. [15, 16, 18, 42]. In [41], Rodnianski, Schlag and Soffer also have established the $L^1 \cap L^2 \to L^\infty$ estimates for the matrix charge transfer
model (1.16) under the certain assumptions on the initial date \( \Psi_0 \) and the spectra of matrix type Schrödinger operators:

\[
\mathcal{H}_\kappa = \begin{pmatrix}
-\frac{1}{2} \Delta + \frac{1}{2} a_\kappa^2 + U_\kappa & -W_\kappa \\
W_\kappa & \frac{1}{2} \Delta - \frac{1}{2} a_\kappa^2 - U_\kappa
\end{pmatrix}, \quad 1 \leq \kappa \leq m.
\]

Hence we want to obtain endpoint Strichartz estimates for the matrix model by similar arguments as done for the scalar case. We should remark that Strichartz estimates for matrix models proved here will be crucial for the further studies of N-soliton dynamics and soliton+potential perturbation problems. It allows us to study such problems with fairly minimal regularity estimates and assumptions. Another important aspect is that it simplifies the needed decay estimates to control the modulation equations of the soliton parameters. Strichartz estimates may allow the removal of localization and smoothness of the initial data in problems of asymptotic stability of soliton dynamics.

In the introduction, we don’t attempt to state the results on Strichartz estimates for the matrix model (1.16) in order to avoid to introduce too many notations. Comparing with the scalar model (1.1), we remark that the matrix propagator operator \( \mathcal{U}(t, s) \) is not unitary on \( L^2 \) and \( \mathcal{H}_\kappa \) is non-selfadjoint, which can lead to some additional difficulties than the scalar case. We will address these results in the whole section 3.

1.2. Further remarks. Strichartz estimates for Schrödinger operator \(-\Delta + V(x)\) have been widely studied by many people. It is hard to collect all related references. Let us mention some works on Strichartz estimates based on various somehow different approaches, for instance, see Journé, Soffer and Sogge [29, 28] (non-endpoint case) and Keel-Tao [31] (endpoint case) using \( T^*T \) arguments by \( L^1-L^\infty \) decay estimates, Yajima [49] by wave operator method, Rodnianski and Schlag [40] using local decay estimates, Beceanu [6] by abstract Wiener Lemma, Bouclet and Mizutani [10] recently by uniform Sobolev estimate and see Schlag’s review paper [44]. Some methods also were extended to obtain Strichartz estimates for certain time-dependent potential Hamiltonians, see e.g. Goldberg [22], Beceanu [6] and Beceanu and Soffer [7, 8]. Of course, we remark that these results can not cover our case of more than one such moving potential.

For the matrix non-selfadjoint operator \( \mathcal{H} \) as in (1.19), there exists a great number of papers related to them, see e.g [1, 2, 3, 5, 9, 14, 17, 19, 20, 24, 25, 32, 33, 34, 35, 36, 37, 41, 42, 43, 51] and therein references, where all kinds of dispersive estimates for matrix operator were discussed and used to study soliton scattering problems. As for Strichartz estimates, Schlag in [43] got non-endpoint Strichartz estimates for a non-selfadjoint Hamiltonian and Beceanu [5] further obtained the endpoint one. Cuccagna and Mizumachi [17] also established optimal Strichartz estimates for some matrix models based on the matrix wave operator methods from Cuccagna [14], originally motivated by Yajima [49] for Schrödinger operator. More recently, the works [6, 7, 8] also deal with some time-dependent matrix potentials, but none in all these studies above can obtain the endpoint Strichartz estimates for matrix charge transfer model (1.16). Actually, it is possible to use the idea of Beceanu [5] to get the endpoint Strichartz estimates for matrix charge transfer model (1.16). Precisely, one may obtain the desire estimates by showing

\[
||U(t)P_c(t)U'(s)P_c'(s)||_{L^1 \to L^\infty} \lesssim |t - s|^{-\frac{3}{2}}
\]

and then applying Keel-Tao’s argument. However, the proof for (1.20) is highly non-trivial and may need much more complex computation than our method. Moreover, the wave operator argument as in [14, 17] is also not an option for us since the construct for the inverse wave operator and the intertwining properties are all unknown for matrix charge transfer model (1.16).
Thus in this paper, we adopt a different approach which is based on decay estimate and AC (asymptotic completeness).

Finally, we mention the works of Cuccagna and Meada [15, 16] where weak Strichartz estimates are proved for a related charge transfer Hamiltonian model with stronger assumptions on the inhomogeneous term. The equations in [15, 16] are modified using idea of [6] to project on the scattering states of one fixed operator, the analysis is therefore more involved and different from our approach. It is not clear if the result of [15, 16] holds for all initial scattering states of the original charge transfer problem. For example in Theorem 7.1 of [16], their estimate holds only for initial data in the range of $P_{ac}(H_1)$. Furthermore, they need the much stronger bound on the inhomogeneous term $\|F\|_{L^2_t L^\infty_x + L^1_t L^2_x}$ while we use the optimal bound by $\|F\|_{L^2_t L^{6/5}_x}$ (for $n = 3$).

Besides, shortly after our present paper was finished, G. Chen in [13] also showed the homogeneous endpoint Strichartz estimates for the same charge transfer model based on the local decay estimates, instead of the time decay estimate and asymptotic completeness. Moreover, we notice that the work [13] did not cover the inhomogeneous endpoint Strichartz estimates.

The paper is organized as follows: Section 2 is devoted to the endpoint Strichartz estimates for scalar charge transfer model. In section 3, we will first prove the asymptotic completeness for matrix charge transfer model and apply it to show the endpoint Strichartz estimates of matrix case.
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2. THE STRICHARTZ ESTIMATES FOR SCALAR CHARGE TRANSFER MODEL

2.1. The projections $P_\kappa(s)$ and asymptotic completeness. We begin with the results on asymptotic completeness of the charge transfer problem (1.2). Let $s \in \mathbb{R}$ and

$$\Omega_0(s) = s - \lim_{t \to +\infty} U(s, t) e^{-iH_0(t-s)},$$

$$\Omega_1(s) = s - \lim_{t \to +\infty} U(s, t) e^{-iH_1(t-s)} P_b(H_1),$$

$$\Omega_2(s) = s - \lim_{t \to +\infty} U(s, t) G_{-\vec{e}_i}(t) e^{-iH_2(t-s)} P_b(H_2) G_{\vec{e}_i}(s)$$

be the wave operators, where $H_0 = -\frac{1}{2}\Delta$ and $U(t, s)$ is the propagator of (1.2). Then one has the following conclusion (See e.g. [23]).

Proposition 2.1. Let $s \in \mathbb{R}$, the following assertions hold.

(i) For each $s \in \mathbb{R}$, the above wave operators $\Omega_\kappa(s)$ ($\kappa = 0, 1, 2$) exist in $L^2$.

(ii) The ranges $\text{Ran}\Omega_\kappa(s)$ ($\kappa = 0, 1, 2$) are closed and orthogonal to each other.
The asymptotic completeness:

\[ L^2 = \text{Ran}\Omega^-_1(s) \oplus \text{Ran}\Omega^-_1(s) \oplus \text{Ran}\Omega^-_2(s). \]

One could see [23, 48, 47, 50] for the detail of the scattering existences and asymptotic completeness of such model. Recall that the set \( \mathcal{A}(s) \) consists of all \( f \) such that

\[ \| P_b(H_1)U(t, s)f \|_{L^2} + \| P_b(H_2, t)U(t, s)f \|_{L^2} \to 0 \quad \text{as} \quad t \to +\infty. \]

The following results show that \( \mathcal{A}(s) \) is equal to the closed range of first wave operator \( \Omega^-_1(s) \), and the projections \( P_r(s) \) on \( \mathcal{A}(s) \) have some favorable properties.

**Proposition 2.2.** Let \( t, s \in \mathbb{R} \). Then

(i) \( \mathcal{A}(s) = \text{Ran}\Omega^-_1(s) \).

(ii) The propagator \( U(s, t) \) propagates \( \mathcal{A}(t) \) to \( \mathcal{A}(s) \), that is,

\[ U(s, t)\mathcal{A}(t) = \mathcal{A}(s). \]

(iii) The propagator \( U(s, t) \) commutes with \( P_r(t) \), that is,

\[ U(s, t)P_r(t) = P_r(s)U(s, t). \]

**Proof.** We first prove (i). It follows from the proof of [41, Theorem 4.1] that

\[ L^2 = \mathcal{A}(0) + \text{Ran}\Omega^-_1(0) + \text{Ran}\Omega^-_2(0). \]

Actually, the above identity holds for all \( s \in \mathbb{R} \) by the same procedure. Moreover, let \( \psi_0 \in \mathcal{A}(s) \), then for any \( g \in L^2 \)

\[ \langle \psi_0, \Omega^-_1(s)g \rangle = \lim_{t \to -\infty} \langle P_b(H_1)U(s, t)\psi_0, e^{-i(t-s)H_1}g \rangle = 0, \]

which means \( \psi_0 \perp \text{Ran}\Omega^-_1(s) \). Similarly, \( \psi_0 \perp \text{Ran}\Omega^-_2(s) \), which means the orthogonal sum decomposition

\[ L^2 = \mathcal{A}(s) \oplus \text{Ran}\Omega^-_1(s) \oplus \text{Ran}\Omega^-_2(s). \]

Thus, by (iii) of Proposition 2.1, we have \( \mathcal{A}(s) = \text{Ran}\Omega^-_1(s) \).

Now turn to (ii). Notice that \( P_b(H_1)U(r, t)f = P_b(H_1)U(r, s)U(s, t)f \), thus by definition of \( \mathcal{A}(t) \) and \( \mathcal{A}(s) \), it is easy to check

\[ U(s, t)\mathcal{A}(t) = \mathcal{A}(s). \]

Finally, we prove (iii). Notice that \( U(s, t)\Omega^-_k(t) = \Omega^-_k(s)e^{-iH_k(s-t)} \), which means that \( U(s, t) \) propagates \( \text{Ran}\Omega^-_k(t) \) to \( \text{Ran}\Omega^-_k(s) \) \((k = 1, 2) \). Then by (iii) of proposition 2.1, it follows

\[ P_r(s)U(s, t)P_{r_0}(t) = 0, \quad k = 1, 2. \]

Hence by using (2.22) and (iii) of Proposition 2.1, we have

\[ P_r(s)U(s, t) = P_r(s)U(s, t)(P_r(t) + P_{r_0}(t) + P_{r_2}(t)) = P_r(s)U(s, t)P_r(t) = U(s, t)P_r(t). \]

\[ \square \]

Notice that \( \Omega^-_1(s) = \Omega^-_1(s)P_b(H_1) \) by definition and \( \Omega^-_1(s) \) is isometry, then the set

\[ \{ \tilde{u}_j(s) = \Omega^-_1(s)u_j \}_{j=1}^{m} \]

is the basis of linear space \( \text{Ran}\Omega^-_1(s) \), where \( u_j \) are bound states of \( H_1 \). Moreover, we have the following estimate for this group of bases \( \tilde{u}_j \).
Lemma 2.1. Let $\tilde{u}_j(s)$ ($1 \leq j \leq m$) be defined as above. Then for $\sigma \geq 0$ and multi-index $\gamma$ with $|\gamma| \geq 0$,

$$\left\| (x)^{\sigma} \partial_x^\gamma \tilde{u}_j(s) \right\|_{L^2}, \quad 1 \leq j \leq m$$

is uniformly bounded in $s$.

**Proof.** First of all, for each $1 \leq j \leq m$, it is easy to see that $\|\tilde{u}_j(s)\|_{L^2}$ is uniformly bounded in $s$. Notice that it follows from the Duhamel formula that

$$U(s, t)e^{-iH_1(t-s)}u_j = u_j + t \int_0^s U(s, r)V_2(s - r)e^{-iH_1(s-r)}u_j dr$$

(2.24)

$$= u_j + t \int_0^s U(s, r)V_2(s - r)e^{-iH_1(s-r)}u_j dr$$

Since $V_1$ and $V_2$ are exponentially localized smooth functions, the function $u_j$ is also smooth and exponentially localized in $L^2$, thus $(x)^{\sigma} \partial_x^\gamma u_j \in L^2$ for all $\sigma > 0$ and multi-index $\gamma$. On the other hand, the function

$$K_j(r, s, x) := V_2(x - \hat{e}_1 r)e^{-iH_1(r-s)}u_j(x)$$

has the property that for any $\sigma > 0$, multi-index $\beta$ and $N > 0$

$$\left\| (x)^{\sigma} \partial_x^{\beta} K_j(r, s, \cdot) \right\|_{L^2} \leq c(\sigma, |\beta|, j, N) (r)^{-N}.$$

Now notice that for any integer $\sigma > 0$ and multi-index $\gamma$, it has been proved in [41, p. 148] that

$$\left\| (x)^{\sigma} \partial_x^\gamma U x^1(t) \right\|_{L^2} \leq (t)^{3|\gamma|} \sum_{|\beta| \leq |\gamma|} \left\| (x)^{\sigma} \partial_x^{\beta} \right\|_{L^2},$$

which implies

$$\left\| (x)^{\sigma} \partial_x^\gamma U(s, r)K_j(r, s, \cdot) \right\|_{L^2} = \left\| (x)^{\sigma} \partial_x^\gamma U(s)U^{-1}(r)K_j(r, s, \cdot) \right\|_{L^2} \leq \left\| (x)^{\sigma} \partial_x^\gamma U(s)U^{-1}(r)K_j(r, s, \cdot) \right\|_{L^2}$$

$$\leq \left\| (x)^{\sigma} \partial_x^\gamma \right\|_{L^2} \sum_{|\beta| \leq |\gamma|} \left\| (x)^{\sigma} \partial_x^{\beta} \right\|_{L^2} \leq \left\| (x)^{\sigma} \partial_x^\gamma \right\|_{L^2} \sum_{|\beta| \leq |\gamma|} \left\| (x)^{\sigma} \partial_x^{\beta} \right\|_{L^2} \leq \left\| (x)^{\sigma} \partial_x^\gamma \right\|_{L^2} \sum_{|\beta| \leq |\gamma|} \left\| (x)^{\sigma} \partial_x^{\beta} \right\|_{L^2}$$

(2.25)

Then by (2.24)-(2.25) and choosing $N > 7|\sigma| + 2|\gamma| + 2$, we could obtain that for all $\gamma$ and positive integer $\sigma$,

$$\left\| (x)^{\sigma} \partial_x^\gamma \tilde{u}_j(s) \right\|_{L^2}$$

is uniformly bounded in $s$. For arbitrary $\sigma > 0$, it can be proved by using interpolation. Hence we finish the proof. \qed

**Remark 2.1.** (i) Since

$$U(s, t)G_{e^{\hat{H}(t-s)}P_b(H_2)}G_{e^{\hat{H}(t-s)}} = G_{e^{\hat{H}(t-s)}}(s)U(s, t)e^{-iH_2(t-s)}P_b(H_2)G_{e^{\hat{H}(t-s)}}(s),$$

where $\bar{U}(t)$ is the propagator of $i\partial_t \psi = \hat{H}\psi$ with $\hat{H} = -\frac{1}{2}\Delta + V_1(x + \hat{e}_1 t) + V_2$. On the other hand, one always has the identity

$$\Omega^2_\gamma(s) = \Omega^2_\gamma(s)P_b(H_2),$$

By the same argument, we could show that Lemma 2.1 still holds for $\Omega^2_\gamma(s)w_j$ with

$$\Omega^2_\gamma(s) = s - \lim_{t \rightarrow +\infty} U(s, t)e^{-iH_2(t-s)}P_b(H_2),$$
where \(w_j (1 \leq j \leq \ell)\) is the bound states of \(H_2\) defined as before. Moreover, it is easy to see that
\[
\tilde{\phi}_j(s) = G_{-\epsilon_1}(s)\tilde{\Omega}_2^{-1}(s)w_j G_{\epsilon_1}(s)\bigg|_{s=1},
\]
is the basis of \(\text{Ran} \Omega_2^{-1}(s)\).

(ii) In fact, we can see from (2.25) that \(\tilde{\phi}_j(s)\) is close to \(\phi_j\) in \(L^2\) as \(s\) gets large. Moreover, for arbitrary \(N > 0\),
\[
\|\tilde{\phi}_j(s) - \phi_j\|_{L^2} \lesssim s^{-N}.
\]

(iii) By choosing suitable \(\sigma\) and \(\gamma\) in Lemma 2.1 and the Sobolev embedding, we could obtain that \(\tilde{\phi}_j(s) \in L^p\) for all \(1 \leq p \leq \infty\). Then it follows that the wave operator \(\Omega_2^{-1}(s)\) is uniformly bounded on \(L^p\) for all \(1 \leq p \leq \infty\). Similarly, the same conclusion holds for \(\Omega_2^{-1}(s)\).

Since \(\mathcal{A}(s) = \text{Ran} \Omega_2^{-1}(s)\), the projection \(P_1(s)\) onto the space \(\mathcal{A}(s)\) is actually a projection on the scattering states of the charge transfer transfer model. For the spaces \(\text{Ran} \Omega_2^{-1}(s)\) and \(\text{Ran} \Omega_0^{-1}(s)\), we naturally considered them as its “bounded states” and use \(P_{1b}(s)\) and \(P_{2b}(s)\) to denote the projections onto \(\text{Ran} \Omega_1^{-1}(s)\) and \(\text{Ran} \Omega_2^{-1}(s)\), respectively. Thus the asymptotic completeness says that for all \(s \in \mathbb{R}\)
\[
P_\epsilon(s) + P_{1b}(s) + P_{2b}(s) = I
\]
on \(L^2\). Now we will prove the following uniformly weighted estimates for projections \(P_{j\epsilon}(s) (j = 1, 2)\), which are very important to control \(P_\epsilon(s)\) and establish endpoint Strichartz estimates of the charge transfer model.

**Proposition 2.3.** Let \(\sigma_1\) and \(\sigma_2\) be any nonnegative numbers. Then we have
\[
\sup_s \|\langle x - D(s)\rangle^{-\sigma_1} P_{1\epsilon}(s) \langle x \rangle^{\sigma_2} f \|_{L^2_x} \lesssim C\|f\|_{L^2}
\]
and
\[
\sup_s \|\langle x - D(s)\rangle^{-\sigma_1} P_{2\epsilon}(s) \langle x - \epsilon_1 s \rangle^{\sigma_2} f \|_{L^2_x} \lesssim C\|f\|_{L^2}.
\]
where \(D(s)\) denotes either 0 or \(\epsilon_1 s\).

**Proof.** Since \(P_{1\epsilon}(s)\) is the projection onto \(\text{Ran} \Omega_1^{-1}(s)\) and \(\{\tilde{\phi}_j(s)\}_{j=1}^m\) is the basis of \(\text{Ran} \Omega_2^{-1}(s)\), let us just assume it is orthogonal basis, otherwise one could use Schmidt’s orthogonalization which will not affect the estimates here. We have
\[
P_{1\epsilon}(s)f = \sum_{j=1}^m \langle f, \tilde{\phi}_j(s) \rangle \tilde{\phi}_j(s),
\]
where \(\tilde{\phi}_j(s) (1 \leq j \leq m)\) is defined as in Lemma 2.1. Then for \(f \in L^2\) and any \(\sigma_1, \sigma_2 > 0\), it follows from Lemma 2.1 that
\[
\|\langle x - D(s)\rangle^{-\sigma_1} P_{1\epsilon}(s) \langle x \rangle^{\sigma_2} f \|_{L^2_x} \leq \|\langle x - D(s)\rangle^{-\sigma_1}\|_{L^\infty} \sum_{j=1}^m \|\langle x \rangle^{\sigma_2} \tilde{\phi}_j(s)\| \langle \tilde{\phi}_j(s)\rangle_{L^2_x} \]
\[
\leq \|\langle x \rangle^{-\sigma_1}\|_{L^\infty} \|f\|_{L^2_x} \sum_{j=1}^m \|\langle x \rangle^{\sigma_2} \tilde{\phi}_j(s)\| \langle \tilde{\phi}_j(s)\rangle_{L^2_x} \]
\[
\leq C\|f\|_{L^2_x},
\]
where the constant $C > 0$ is independent of $s$.

Notice that the projection $P_{2b}(s)$ is of form

\begin{equation}
(2.29) \quad P_{2b}(s) f = \sum_{i=1}^{m} \langle f, \tilde{\nu}_j(s) \rangle \tilde{\nu}_j(s),
\end{equation}

where $\tilde{\nu}_j(s)$ ($1 \leq j \leq \ell$) is defined by (2.26) in (i) of Remark 2.1. Thus for $f \in L^2$ and any $\sigma_1, \sigma_2 > 0$,

\begin{align*}
\| (x - D(s))^{-\tau_1} P_{2b}(s) (x - \tilde{\nu}_j(s))^{\tau_2} f \|_{L^2} & \leq \| (x - D(s))^{-\tau_1} \|_{L^\infty} \sum_{j=1}^{\ell} \left\| \langle x - \tilde{\nu}_j(s) \rangle \langle f, \tilde{\nu}_j(s) \rangle \|_{L^2} \tilde{\nu}_j(s) \|_{L^2} \right. \\
& \leq \| (x)^{-\tau_1} \|_{L^\infty} \| f \|_{L^2} \sum_{j=1}^{\ell} \| G_{-\nu_j}(s)(x) \langle f, \tilde{\nu}_j(s) \rangle \|_{L^2} \tilde{\nu}_j(s) \|_{L^2} \\
& \leq C \| f \|_{L^2},
\end{align*}

where (i) of Remark 2.1 is applied and the constant $C > 0$ is independent of $s$. \hfill \Box

**Remark 2.2.** By (2.27), (2.28) and (iii) of Remark 2.1, it is easy to prove that $P_c(s)$ and $P_{ab}(s)$ ($k = 1, 2$) are uniformly bounded on $L^p$ for all $1 \leq p \leq \infty$.

2.2. The proofs of Strichartz estimates. In this subsection, we will prove Theorems 1.1 and 1.2, i.e. full Strichartz estimates for the scalar charge transfer problem (1.2). Let us first recall the optimal Strichartz estimates for the free Schrödinger equation. It is well-known that (see e.g Keel-Tao [31])

\begin{equation}
(2.30) \quad \left\| e^{i \Delta t/2} f \right\|_{L_t^p L_x^q} \lesssim \| f \|_{L^2},
\end{equation}

\begin{equation}
(2.31) \quad \left\| \int_0^t e^{i (t-s) \Delta/2} f(x, s) ds \right\|_{L_t^p L_x^q} \lesssim \| f \|_{L_t^{\tilde{p}} L_x^{\tilde{q}}},
\end{equation}

where $(p, q)$ and $(\tilde{p}, \tilde{q})$ are admissible pairs satisfying the (1.12) and $\frac{1}{p} + \frac{1}{q} = 1$.

**The proof of Theorem 1.1:** we only show the result for $n = 3$ without the loss of generality. The proof can be concluded by the following three steps.

**Step 1. Kato-Jensen estimates.** We will show that for $0 \leq t_0 < t$ and $\sigma > \frac{3}{2}$,

\begin{equation}
(2.32) \quad \left\| (x - D(t))^{-\sigma} U(t, t_0) P_c(t_0) (x - D(t_0) \rangle^{-\sigma} f \right\|_{L^2 \to L^2} \lesssim C |t - t_0|^{-\frac{1}{2}},
\end{equation}

where the constant $C$ is independent of $t$ and $t_0$. To this end, recall that from Proposition 1.1 the decay estimates

\begin{equation*}
\left\| U(t, t_0) f \right\|_{L^2} \lesssim |t - t_0|^{-\frac{1}{2}} \| f \|_{L^1}
\end{equation*}

hold for $0 \leq t_0 < t$ and $f \in L^1 \cap \mathcal{S}(t_0)$, where we use the assumption that $V_1$ and $V_2$ are exponentially localized smooth functions (see Definition 1.1). For $|t - t_0| \leq 1$, (2.32) follows by $\| U(t, t_0) \|_{L^2 \to L^2} \lesssim 1$. For $|t - t_0| > 1$, we have

\begin{align*}
\left\| (x - D(t))^{-\sigma} U(t, t_0) P_c(t_0) (x - D(t_0) \rangle^{-\sigma} f \right\|_{L^2 \to L^2} & \leq \left\| (x - D(t))^{-\sigma} \right\|_{L^2 \to L^2} \| U(t, t_0) P_c(t_0) \|_{L^2 \to L^2} \left\| (x - D(t_0) \rangle^{-\sigma} f \right\|_{L^2} \lesssim C |t - t_0|^{-\frac{1}{2}} |t - t_0|^{-\frac{1}{2}} \| f \|_{L^1} \lesssim C |t - t_0|^{-\frac{1}{2}}.
\end{align*}
\[
\leq C|t - t_0|^{-\frac{1}{2}}\|f\|_{L^2}
\]
where the constant C is independent of t and \( t_0 \). On the other hand, by (2.23), we also have
\[
(2.33) \quad \left\| (x - D(t))^{-\sigma} P_c(t)U(t, t_0)\langle x - D(t_0) \rangle^{-\sigma}\right\|_{L^2 \rightarrow L^2} \leq C(t - t_0)^{-\frac{1}{2}}
\]

**Step 2, local decay estimates.** We intend to prove that for \( \psi_0 \in \mathcal{A}(0) \) and \( \sigma > \frac{1}{4} \)
\[
(2.34) \quad \left\| (x - D(t))^{-\sigma} U(t)\psi_0 \right\|_{L^2} \leq C\|\psi_0\|_{L^2}.
\]
In fact, since \( U(t)\psi_0 \) belongs to \( \mathcal{A}(t) \), it is equivalent to prove
\[
\left\| (x - D(t))^{-\sigma} P_c(t)U(t)\psi_0 \right\|_{L^2} \leq C\|\psi_0\|_{L^2}.
\]
Consider the Cauchy problem
\[
\partial_t \Phi = -\frac{1}{2} \Delta \Phi = (-\frac{1}{2} \Delta + V_1 + V_2(x - \vec{e}_1 t))\Phi - (V_1 + V_2(x - \vec{e}_1 t))\Phi
\]
\[
\Phi(0, \cdot) = \psi_0.
\]

By Duhamel’s formula and \( \Phi(t) = e^{it\frac{1}{2}}\psi_0 \), it follows that
\[
(2.35) \quad P_c(t)U(t)\psi_0 = P_c(t)e^{it\frac{1}{2}}\psi_0 - i \int_0^t P_c(t)U(t, s)(V_1 + V_2(-\vec{e}_1 s))e^{it\frac{1}{2}}\psi_0 ds.
\]

Notice that by Hölder inequality and (2.30) (i.e. the endpoint Strichartz estimates for \( e^{it\frac{1}{2}} \)),
\[
(2.36)
\left\| (|V_1|^{\frac{1}{2}} + |V_2(-\vec{e}_1 t)|^{\frac{1}{2}})e^{it\frac{1}{2}}\psi_0 \right\|_{L_t^2 L_x^2} \leq \left( \left\| |V_1|^{\frac{1}{2}} \right\|_{L_x^2} + \left\| |V_2|^{\frac{1}{2}} \right\|_{L_x^2} \right) \left\| e^{it\frac{1}{2}}\psi_0 \right\|_{L_t^2 L_x^2} \leq C\|\psi_0\|_{L^2}.
\]

By combining the Kato-Jensen estimates (2.33) and the Young inequality, (2.36) implies that
\[
(2.37) \quad \left\| \int_0^t \langle x - D(t) \rangle^{-\sigma} P_c(t)U(t, s)(V_1 + V_2(-\vec{e}_1 s))e^{it\frac{1}{2}}\psi_0 ds \right\|_{L_t^2 L_x^2} \leq C\|\psi_0\|_{L^2}.
\]

On the other hand, note that (2.36) still holds if the potentials \( |V_1|^{\frac{1}{2}} \) and \( |V_2(-\vec{e}_1 s)|^{\frac{1}{2}} \) replace by \( \langle x - D(t) \rangle^{-\sigma} \) for \( \sigma > \frac{1}{2} \), and the identity
\[
P_c(t) + P_{10}(t) + P_{2b}(t) = I,
\]
than it follows from Proposition 2.3 that
\[
\left\| \langle x - D(t) \rangle^{-\sigma} P_c(t)e^{it\frac{1}{2}}\psi_0 \right\|_{L_t^2 L_x^2} \leq \left\| (x - D(t))^{-\sigma} e^{it\frac{1}{2}}\psi_0 \right\|_{L_t^2 L_x^2} + \sum_{k=1}^2 \left\| \langle x - D(t) \rangle^{-\sigma} P_{ab}(t)e^{it\frac{1}{2}}\psi_0 \right\|_{L_t^2 L_x^2}.
\]
\[ \begin{align*}
\leq & \ C\|\psi_0\|_{L^2} + \sup_t \| \langle x - D(t) \rangle^{-\sigma} P_{1b}(t)(x)^2 \|_{L_{2}^\infty} \| \langle x \rangle^{-\sigma} e^{it\Delta} \psi_0 \|_{L_{2}^\infty} \\
+ & \sup_t \| \langle x - D(t) \rangle^{-\sigma} P_{2b}(t)(x - \epsilon_1 t)^\sigma \|_{L_{2}^\infty} \| \langle x - \epsilon_1 t \rangle^{-\sigma} e^{it\Delta} \psi_0 \|_{L_{2}^\infty} \\
(2.38) \quad \leq & \ C\|\psi_0\|_{L^2}.
\end{align*} \]

Therefore, by (2.35)-(2.38), we obtain
\[ \| \langle x - D(t) \rangle^{-\sigma} P_{c}(t) U(t)\psi_0 \|_{L_{2}^\infty} \leq C\|\psi_0\|_{L^2}. \]

**Step 3.** The homogeneous Strichartz estimates. Now let \( \psi(t) = U(t)\psi_0 \) be the solution of the equation (1.2). By Duhamel’s formula, we have
\[ (2.39) \quad \psi(t) = U(t)\psi_0 = e^{it\Delta} \psi_0 - i \int_0^t e^{i(t-s)\Delta} (V_1 + V_2(-\epsilon_1 s)) U(s)\psi_0 ds. \]

Let \((p, q)\) be admissible pair, it follows from (2.30) and (2.34) that
\[ \begin{align*}
\| U(t)\psi_0 \|_{L_{p}^{q/2}} & \leq \ \| e^{it\Delta} \psi_0 \|_{L_{p}^{q/2}} + \| \int_0^t e^{i(t-s)\Delta} (V_1 + V_2(-\epsilon_1 s)) U(s)\psi_0 ds \|_{L_{p}^{q/2}} \\
& \leq \ C(\| \psi_0 \|_{L^2} + \| (V_1 + V_2(-\epsilon_1 t)) U(t)\psi_0 \|_{L_{p}^{q/2}}) \\
& \leq \ C(\| \psi_0 \|_{L^2} + \| (V_1 + V_2(-\epsilon_1 t)) U(t)\psi_0 \|_{L_{2}^{\infty}} \\
& \quad + \| (V_2(-\epsilon_1 t))^{\sigma/2} (x - \epsilon_1 t)^{-\sigma} U(t)\psi_0 \|_{L_{2}^{\infty}}) \\
& \leq \ C\|\psi_0\|_{L^2}.
\end{align*} \]

Hence we finish the whole proof.

Now consider the nonhomogeneous charge transfer model (1.14), i.e.
\[ i\partial_t \psi = -\frac{1}{2} \Delta \psi + V_1 \psi + V_2(x - \epsilon_1 t)\psi + F(t), \ \psi(0, \cdot) = \psi_0 \in \mathcal{S}'(0). \]

We will prove Theorem 1.2. For this, we first project the both sides of the equation onto the scattering states:
\[ (2.40) \quad iP_c(t)\partial_t \psi = P_c(t)H(t)\psi + P_c(t)F(t) \]

Notice that by differentiation on the both side of the (2.23) with respect to \( s \) at \( s = t \), we obtain
\[ i\partial_t (P_c(t)\psi) = H(t)P_c(t)\psi - P_c(t)H(t)\psi. \]

Hence the (2.40) is equivalent to
\[ (2.41) \quad i\partial_t (P_c(t)\psi) = H(t)P_c(t)\psi + P_c(t)F(t). \]

**The proof of Theorem 1.2:** Similarly, we only prove the estimates for \( n = 3 \) and divide the proof into scerval steps. The first two steps have been proved in Theorem 1.1. Denote by \( U(t, s) \) the propagator of the linear equation \( i\partial_t \psi = H(t)\psi \) and also write \( U(t) = U(t, 0) \).

**Step 1.** Kato-Jensen estimates. For \( 0 \leq t_0 < t \) and \( \sigma > \frac{1}{2} \),
\[ (2.42) \quad \| \langle x - D(t) \rangle^{-\sigma} U(t, t_0)P_c(t_0)(x - D(t_0))^{-\sigma} \|_{L_{2}^{\infty}} \leq C(t - t_0)^{-\frac{\sigma}{2}}, \]

where the constant \( C \) is independent of \( t, t_0 \).
Step 2, local decay estimates. For $\psi_0 \in \mathcal{S}(t)$ and $\sigma > \frac{3}{2}$

$$\|\langle x - D(t)\rangle^{-\sigma} U(t)\psi_0\|_{L^2_t L^2_x} \leq C\|\psi_0\|_{L^2_x}. \quad (2.43)$$

Step 3, local decay estimates for source part. We shall show that for $\sigma > \frac{3}{2}$ and admissible pair $(\tilde{p}, \tilde{q})$

$$\|\langle x - D(t)\rangle^{-\sigma} \int_0^t U(t, s)P_c(s)F(s)ds\|_{L^2_t L^2_x} \lesssim \|\psi_0\|_{L^2_x} + \|F\|_{L^p_t L^q_x}. \quad (2.44)$$

Consider the Cauchy problem

$$i\Phi_t = -\frac{1}{2}\Delta \Phi + F(t) = (-\frac{1}{2}\Delta + V_1 + V_2(x - \tilde{e}_1 t))\Phi - (V_1 + V_2(x - \tilde{e}_1 t))\Phi + F(t) \quad \Phi(0, \cdot) = \psi_0 \in \mathcal{S}(0).$$

It follows from Duhamel’s formula that

$$P_c(t)\Phi(t) = P_c(t)U(t)\psi_0 + i\int_0^t P_c(t)U(t, s)(V_1 + V_2(-\tilde{e}_1 s))\Phi(t)ds$$

$$- i\int_0^t P_c(t)U(t, s)F(s)ds. \quad (2.45)$$

For the left hand side of (2.45), since $\Phi(t)$ is also a solution of $i\Phi_t = -\frac{1}{2}\Delta \Phi + F(t)$, by (2.31), (2.36) and Duhamel’s formula again, we have that for any $\sigma_1 > \frac{3}{2}$ and admissible pair $(\tilde{p}, \tilde{q})$

$$\|\langle x - D(t)\rangle^{-\sigma_1} \Phi(t)\|_{L^2_t L^2_x} \leq \|\langle x - D(t)\rangle^{-\sigma_1} e^{i\frac{\sigma}{2}t} \psi_0\|_{L^2_t L^2_x} + \|\langle x - D(t)\rangle^{-\sigma_1} \int_0^t e^{i(t-s)\frac{\sigma}{2}} F(s)ds\|_{L^2_t L^2_x}$$

$$\leq C(\|\psi_0\|_{L^2_x} + \|\int_0^t e^{i(t-s)\frac{\sigma}{2}} F(s)ds\|_{L^2_t L^2_x})$$

$$\leq C(\|\psi_0\|_{L^2_x} + \|F\|_{L^p_t L^q_x}), \quad (2.46)$$

which combining with Proposition 2.3 leads to

$$\|\langle x - D(t)\rangle^{-\sigma} P_c(t)\Phi(t)\|_{L^2_t L^2_x}$$

$$\leq \|\langle x - D(t)\rangle^{-\sigma_1} \Phi(t)\|_{L^2_t L^2_x} + \sum_{k=1}^2 \|\langle x - D(t)\rangle^{-\sigma} P_{xb}(t)\Phi(t)\|_{L^2_t L^2_x}$$

$$\leq \|\langle x - D(t)\rangle^{-\sigma_1} \Phi(t)\|_{L^2_t L^2_x} + \sup_t \|\langle x - D(t)\rangle^{-\sigma} P_{1b}(t)\langle x - \tilde{e}_1 t\rangle^{\sigma_1}\|_{L^2_t L^2_x} \langle x - \tilde{e}_1 t\rangle^{\sigma_1} \Phi(t)\|_{L^2_t L^2_x}$$

$$\quad + \sup_t \|\langle x - D(t)\rangle^{-\sigma} P_{2b}(t)\langle x - \tilde{e}_1 t\rangle^{\sigma_1}\|_{L^2_t L^2_x} \langle x - \tilde{e}_1 t\rangle^{\sigma_1} \Phi(t)\|_{L^2_t L^2_x}$$

$$\leq C\|\psi_0\|_{L^2_x} + C\|F\|_{L^p_t L^q_x}. \quad (2.47)$$

The local decay estimate for the first term of the right side of (2.45) follows from (2.43), and the local decay estimate for the second term of the right side of (2.45) follows

$$\|\int_0^t \langle x - D(t)\rangle^{-\sigma} P_c(t)U(t, s)(V_1 + V_2(-\tilde{e}_1 s))\Phi(t)ds\|_{L^2_t L^2_x}$$

$$\leq C\|\int_0^t (t-s)^{-\frac{\sigma}{2}} \|V_1 \|_{L^2_x} + \|V_2(-\tilde{e}_1 s)\|_{L^2_x}ds\|_{L^2_t}$$

$$\leq C\|\|V_1 \|_{L^2_x} + \|V_2(-\tilde{e}_1 t)^{\sigma_1} \Phi(t)\|_{L^2_t L^2_x} + \|V_2(-\tilde{e}_1 t)^{\sigma_1} \Phi(t)\|_{L^2_t L^2_x}$$

$$\leq C\|\|V_1 \|_{L^2_x} + \|V_2(-\tilde{e}_1 t)^{\sigma_1} \Phi(t)\|_{L^2_t L^2_x}$$

$$\quad + \|V_2(-\tilde{e}_1 t)^{\sigma_1} \Phi(t)\|_{L^2_t L^2_x}$$
where we use Kato-Jensen estimates, Young’s inequality and (2.46). Thus the local decay estimate for the source term (2.44) follows from the (2.45)-(2.48).

Step 4. local decay estimates for the solution of (2.41). The solution of (2.41) can be presented by Duhamel’s formula as follows,

\[ P_c(t)\psi(t) = U(t)\psi_0 - i \int_0^t U(t, s) P_c(s) F(s) ds. \]

Then by Steps 2 and 3, for \( \sigma > \frac{3}{2} \) and admissible pair \((\tilde{p}, \tilde{q})\), we have

\[
\| (x - D(t))^{-\sigma} P_c(t) \psi(t) \|_{L_t^\tilde{q} L_x^{\tilde{p}}} \leq \| (x - D(t))^{-\sigma} U(t)\psi_0 \|_{L_t^\tilde{q} L_x^{\tilde{p}}} + \left\| \int_0^t (x - D(t))^{-\sigma} U(t, s) P_c(s) F(s) ds \right\|_{L_t^\tilde{q} L_x^{\tilde{p}}}.
\]

Step 5. the Strichartz estimates. We write equation (2.41) as

\[
\partial_t P_c(t) \psi = -\frac{1}{2} \Delta P_c(t) \psi + (V_1 + V_2(x - \vec{v}_1 t)) P_c(t) \psi + P_c(t) F(t).
\]

The Duhamel formula leads to

\[
\| P_c(t) \psi(t) \|_{L_t^\tilde{q} L_x^{\tilde{p}}} \leq \| e^{\tilde{q}} \partial_t^\tilde{q} \psi_0 \|_{L_t^\tilde{q} L_x^{\tilde{p}}} + \left\| \int_0^t e^{\tilde{q}}(t-s)\tilde{q} P_c(s) F(s) ds \right\|_{L_t^\tilde{q} L_x^{\tilde{p}}} + \left\| \int_0^t e^{\tilde{q}}(t-s)\tilde{q} (V_1 + V_2(x - \vec{v}_1 t)) P_c(s) \psi(s) ds \right\|_{L_t^\tilde{q} L_x^{\tilde{p}}} \leq C\|\psi_0\|_{L^\tilde{q}} + \|P_c(t)F(t)\|_{L_t^\tilde{q} L_x^{\tilde{p}}} + \|P_c(t) P_c(t)\|_{L_t^\tilde{q} L_x^{\tilde{p}}}.
\]

where in the last inequality we use the \(L_t^{\tilde{q}}\) boundedness of \(P_c(t)\) and the fact (follows from (2.49)) that

\[
\| (V_1 + V_2(x - \vec{v}_1 t)) P_c(t) \psi(t) \|_{L_t^\tilde{q} L_x^{\tilde{p}}} \leq C \| (V_1 + \vec{v}_1 \tilde{v}) \|_{L_t^\tilde{q} L_x^{\tilde{p}}} + C \| (V_2(x - \vec{v}_1 t) \vec{v} (x - \vec{v}_1 t)^{-\sigma} P_c(t) \psi(t) \|_{L_t^\tilde{q} L_x^{\tilde{p}}} \leq C \|\psi_0\|_{L^\tilde{q}} + \|F(t)\|_{L_t^\tilde{q} L_x^{\tilde{p}}}.
\]

Hence we finish the proof.

3. The Strichartz estimates for matrix charge transfer model

3.1. Notations and assumptions. In this section, the endpoint Strichartz estimates for charge transfer model with matrix potentials will be considered. Without loss of generality, we assume that the number of potentials in (1.16) is \(m = 2\) and that the velocities are \(\vec{v}_1 = 0, \vec{v}_2 = (1, 0, \ldots, 0) = \vec{v}_1\). Thus we turn to study the problem

\[
\begin{cases}
  i\partial_t \vec{\psi} = \mathcal{H}_0 \vec{\psi} + V_1(t, x) \vec{\psi} + V_2(t, x - \vec{v}_1 t) \vec{\psi} := \mathcal{H}(t) \vec{\psi}, \\
  \vec{\psi}(0, \cdot) = \vec{\psi}_0, \quad x \in \mathbb{R}^n,
\end{cases}
\]
where
\[
\mathcal{H}_0 = \begin{pmatrix} -\frac{1}{2}\Delta + \frac{1}{2}\alpha^2 + U & -W \\ W & \frac{1}{2}\Delta - \frac{1}{2}\alpha^2 - U \end{pmatrix}, \quad V_\kappa(t, x) = \begin{pmatrix} U_\kappa(x) e^{-i\theta(t, x)} W_\kappa(x) \\ -U_\kappa(x) e^{-i\theta(t, x)} W_\kappa(x) \end{pmatrix}, \quad \kappa = 1, 2,
\]
with
\[
\theta_1(t, x) = \alpha_1^2 t + \gamma_1 \quad \text{and} \quad \theta_2(t, x) = (|\vec{v}|^2 + \alpha_2^2) t + 2x \cdot \vec{v} + \gamma_2.
\]
We further introduce time-independent Schrödinger operators which are related to time-dependent ones (see (3.51))
\[
\mathcal{H}_\kappa = \begin{pmatrix} -\frac{1}{2}\Delta + \frac{1}{2}\alpha^2 + U_\kappa & -W_\kappa \\ W_\kappa & \frac{1}{2}\Delta - \frac{1}{2}\alpha^2 - U_\kappa \end{pmatrix}, \quad 1 \leq \kappa \leq 2.
\]
As seen in Section 2, Galilei transform plays important roles in the scalar case, here we will need the vector-valued Galilei transform which is defined as follows:
\[
G_{\vec{v}, \gamma}(t) \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} = \begin{pmatrix} G_{\vec{v}, \gamma}(t)\psi_1 \\ G_{\vec{v}, \gamma}(t)\psi_2 \end{pmatrix}
\]
where \(G_{\vec{v}, \gamma}(t)\) are defined by (1.3) and \(\overline{\psi}\) denotes the conjugation of \(\psi\). It is easy to see that the transformations \(G_{\vec{v}, \gamma}(t)\) are isometries on all \(L^p\) spaces. We set \(G_\gamma(t) = G_{\vec{0}, \gamma}(t)\) for \(\gamma = 0\), and then \(G_\gamma(t)^{-1} = G_{-\gamma}(t)\). In contrast to the scalar case, a modulation transform
\[
M(t) = M_{\alpha, \gamma}(t) = \begin{pmatrix} e^{-\frac{i}{\omega(t)} \alpha \vec{v} \cdot \vec{a}} & 0 \\ 0 & e^{\frac{i}{\omega(t)} \alpha \vec{v} \cdot \vec{a}} \end{pmatrix}
\]
with \(\omega(t) = \alpha^2 t + \gamma\) will be involved to deal with the factors \(e^{i\theta(t, x)}\) appearing in the matrix potential of the model (3.51). In fact, the compositions of Galilei transforms and modulation transforms can reduce the matrix Schrödinger equation with one time-dependent matrix potential \((m = 1 \text{ in } 1.16)\) to time-independent case. See the following lemma, which is proved in [41, Lemma 8.2].

**Lemma 3.1.** Let
\[
\mathcal{H} = \begin{pmatrix} -\frac{1}{2}\Delta + \frac{1}{2}\alpha^2 + U & -W \\ W & \frac{1}{2}\Delta - \frac{1}{2}\alpha^2 - U \end{pmatrix}
\]
with real-valued potentials \(U(x), W(x)\) and define
\[
\mathcal{H}(t) = \begin{pmatrix} -\frac{1}{2}\Delta + U(x - \vec{v}t) & -e^{i\theta(x - \vec{v}t)} W(x - \vec{v}t) \\ e^{i\theta(x - \vec{v}t)} W(x - \vec{v}t) & \frac{1}{2}\Delta - U(x - \vec{v}t) \end{pmatrix}
\]
where \(\theta(t, x) = (|\vec{v}|^2 + \alpha^2) t + 2x \cdot \vec{v} + \gamma\) with \(\alpha \in \mathbb{R}, \vec{v} \in \mathbb{R}^3\) and \(\gamma \in \mathbb{R}\). Let \(S(t)(S(0) = 1d)\) denote the propagator of
\[
i\partial_t S(t) = \mathcal{H}(t)S(t)
\]
and \(G_{\vec{v}, \gamma}(t)\) and \(M_{\alpha, \gamma}(t)\) be defined by (3.54) and (3.55), respectively. Then we have
\[
S(t) = G_{\vec{v}, \gamma}^{-1}(t) M_{\alpha, \gamma}^{-1}(t) e^{-itH} M_{\alpha, \gamma}(0) G_{\vec{v}, \gamma}(0).
\]
Moreover, for the need in the studying of wave operators later, we will use the modulation transformation to change the full propagator \(\mathcal{U}(t, s)\) of the equation (3.51) into another one \(\tilde{\mathcal{U}}(t, s)\). This transformation clearly transfer the first phase factor \(e^{i\theta(t, x)}\) of the model (3.51) into the second matrix potential, and make the first matrix potential into the time-independent one.
Lemma 3.2. Let $\mathcal{M}(t)$ be defined by (3.55) and $\mathcal{U}(t, s)$ be the propagator of equation (3.51). Then the new operator family
\begin{equation}
\widetilde{\mathcal{U}}(t, s) = \mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{U}(t, s)\mathcal{M}_{\alpha_1, \gamma_1}(s)^{-1}
\end{equation}
is the propagator of $i\partial_t \tilde{\psi} = \widetilde{\mathcal{H}}(t)\tilde{\psi}$ with
\begin{equation}
\widetilde{\mathcal{H}}(t) = \mathcal{H}_1 + \tilde{V}_2(t, x - \epsilon_1 t)
\end{equation}
where $\mathcal{H}_1$ is defined by (3.53),
\begin{equation}
\tilde{V}_2(t, x) = \begin{pmatrix}
U_2(x) & -e^{i\theta_2(t,x)}W_2(x) \\
e^{-i\theta_2(t,x)}W_2(x) & -U_2(x)
\end{pmatrix},
\end{equation}
and $\theta_1, \theta_2$ are defined by (3.52). In particular,
\begin{equation}
\mathcal{U}_1(t, s) = \mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{U}(t, s)\mathcal{M}_{\alpha_1, \gamma_1}(s)^{-1}
\end{equation}
is the propagator of $i\partial_t \tilde{\psi} = \mathcal{H}_1\tilde{\psi}$ with
\begin{equation}
\mathcal{H}_1 = \mathcal{H} + \begin{pmatrix}
\frac{1}{2}\alpha_1^2 & 0 \\
0 & -\frac{1}{2}\alpha_1^2
\end{pmatrix}.
\end{equation}

Proof. We only prove the first result. Let $\mathcal{H}(t)$ be defined as in (3.51) and $\widetilde{\mathcal{H}}(t)$ be defined by (3.57). Notice that
\begin{equation}
\frac{i}{\gamma} \left(\mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{U}(t, s)\mathcal{M}_{\alpha_1, \gamma_1}(s)^{-1}\right)
\end{equation}
\begin{eqnarray*}
& = & \left(\begin{array}{cc}
\frac{1}{2}\alpha_1^2 & 0 \\
0 & -\frac{1}{2}\alpha_1^2
\end{array}\right)\mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{U}(t, s)\mathcal{M}_{\alpha_1, \gamma_1}(s)^{-1} \\
& = & \mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{H}(t)\mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{M}_{\alpha_1, \gamma_1}(t)^{-1} + \mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{H}(t)\mathcal{U}(t, s)\mathcal{M}_{\alpha_1, \gamma_1}(s)^{-1}
\end{eqnarray*}
\begin{eqnarray*}
& = & \mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{H}(t)\mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{M}_{\alpha_1, \gamma_1}(t)^{-1} + \mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{H}(t)\mathcal{U}(t, s)\mathcal{M}_{\alpha_1, \gamma_1}(s)^{-1}
\end{eqnarray*}
\begin{eqnarray*}
& = & \mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{H}(t)\mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{M}_{\alpha_1, \gamma_1}(t)^{-1} + \mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{H}(t)\mathcal{U}(t, s)\mathcal{M}_{\alpha_1, \gamma_1}(s)^{-1}
\end{eqnarray*}
\begin{eqnarray*}
& = & \mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{H}(t)\mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{M}_{\alpha_1, \gamma_1}(t)^{-1} + \mathcal{M}_{\alpha_1, \gamma_1}(t)\mathcal{H}(t)\mathcal{U}(t, s)\mathcal{M}_{\alpha_1, \gamma_1}(s)^{-1}
\end{eqnarray*}
which leads to the desire result. 

To study the endpoint Strichartz estimates for matrix charge transfer model, we would impose certain assumptions on time-independent Hamiltonians $\mathcal{H}_\kappa$ ($\kappa = 1, 2$) defined by (3.53). In fact, motivated by applications to NLS, the authors of [41] require that $\mathcal{H}_\kappa$ to be admissible and satisfy stability condition. For this end, following [41, Definition 7.2] we will introduce these conditions in general setting. Set $H = -\frac{1}{2}\Delta + \mu$ where $\mu > 0$ and
\begin{equation}
B = \begin{pmatrix} H & 0 \\ 0 & -H \end{pmatrix}, \quad V = \begin{pmatrix} U & -W \\ W & -U \end{pmatrix}, \quad A = B + V = \begin{pmatrix} H + U & -W \\ W & -H - U \end{pmatrix},
\end{equation}
with $U, W$ real-valued. We remark that such non-selfadjoint operators arise when linearizing a focusing NLS equation around one soliton and then studying the nonlinear asymptotic stability of one soliton. One can also find many spectra results on the special non-selfadjoint operator in [41, 42] and the exponentially decaying properties of generalized eigenfunctions of such operators in [26], which in parts motivate the following spectral assumptions on $A$. 
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Definition 3.1. Let $A = B + V$ defined as above. We call the operator $A$ on $\mathcal{H} = L^2(\mathbb{R}^n) \times L^2(\mathbb{R}^n)$ admissible provided that

(I) $\text{spec}(A) \subset \mathbb{R}$ and $\text{spec}(A) \cap (-\mu, \mu) = \{\omega_\ell | 0 \leq \ell \leq M\}$, where $\omega_0 = 0$ and all $\omega_{\ell}$ are distinct eigenvalues. There are no eigenvalues in $\text{spec}_{\text{ess}}(A)$. Furthermore, the points $\pm \mu$ are not resonances of $A$.

(II) For $1 \leq \ell \leq M$, $L_{\ell} := \ker(A - \omega_{\ell})^2 = \ker(A - \omega_{\ell})$ and $\ker(A) \subset \ker(A^2) = \ker(A^3) = : L_0$. Moreover, these spaces are finite dimensional.

(III) The ranges $\text{Ran}(A - \omega_{\ell})$ for $1 \leq \ell \leq M$ and $\text{Ran}(A^2)$ are closed.

(IV) The spaces $L_{\ell}$ are spanned by exponentially decreasing functions in $\mathcal{H}$ (say with bound $e^{-\varepsilon_0 |x|}$).

(V) All these assumptions hold as well for the adjoint $A^*$. We denote the corresponding (generalized) eigenspaces by $L_{\ell}^*$.

For each admissible operator $A$ on $\mathcal{H}$ defined above, we have the following useful lemma due to [41, Lemma 7.3].

Lemma 3.3. There is a direct sum decomposition

$$\mathcal{H} = \sum_{j=0}^{M} L_j + \left( \sum_{j=0}^{M} L_j^* \right)^\perp,$$

which is invariant under $A$. Let $P_c$ denote the projection onto $\left( \sum_{j=0}^{M} L_j^* \right)^\perp$ which is induced by (3.60) and set $P_b = I - P_c$. Then $AP_c = P_c A$ and there exist number $c_{ij}$ such that

$$P_b f = \sum_{i,j} c_{ij} \phi_j \langle \psi_i, f \rangle.$$ 

(3.61)

where $\phi_j, \psi_i$ are exponentially decreasing functions.

We further make additional assumption for $A$, namely the stability assumption,

$$\sup_{t \in \mathbb{R}} \| e^{itA} P_c \| < \infty,$$

(3.62)

where $\| \cdot \|$ refers to the operator norm on $\mathcal{H}$ without further description and $P_c$ is the projection defined as in Lemma 3.3. The stability assumption (3.62) says that the semigroup is uniformly bounded in $t$ for all functions in $\left( \sum_{j=0}^{M} L_j^* \right)^\perp$, which is related to the notion of linear stability in the context of stability of soliton solution of NLS; see, e.g., [46]. Furthermore, if $A$ is admissible in the sense of Definition 3.1 and satisfies (3.62), we know that the semigroup is actually uniformly bounded on all functions that have no component in the space $L_0$. Otherwise, it can grow at most like $t$.

Remark 3.1. If the functions $U$ and $W$ in matrix $V$ are $-\Delta$ bounded with relative bound zero and decay to zero at infinity, the authors in [26] identified the essential spectrum and proved the assumption (IV) is satisfied, see also [42]. If the matrix operator $A$ comes from the linearization of NLS, then one can find further results on eigenvalues, generalized eigenspaces and stability condition, see e.g. [14, 19, 42, 46].

Let us turn to the matrix charge transfer model (3.51). Since the projections $P_c(\mathcal{H}_\kappa)$ and $P_b(\mathcal{H}_\kappa)$ as in Lemma 3.3 are no longer orthogonal, in [41], the authors introduce a notion of
“scattering states” instead of “asymptotically orthogonal to the bound states” in scalar case, and proved that if one choose a initial data in “scattering states”, the decay estimate holds. The “scattering states” for matrix case are defined as follows.

**Definition 3.2.** Assume that $\mathcal{H}_\kappa$ ($\kappa = 1, 2$) is admissible in the sense of Definition 3.1 and satisfies the stability condition (3.62). Let $\mathcal{U}(t, s)$ be the propagator of the equation (3.51). Then we say that $\tilde{f}$ is a scattering state if $\tilde{f}$ belongs to

$$\mathcal{A}(s) = \{f \in \mathcal{H} : \|P_b(\mathcal{H}_1, t)\mathcal{U}(t, s)f\|_{L^2} + \|P_b(\mathcal{H}_2, t)\mathcal{U}(t, s)f\|_{L^2} \to 0 \text{ as } t \to +\infty\},$$

where

$$P_b(\mathcal{H}_1, t) = M_{\gamma_1}(t)^{-1}P_b(\mathcal{H}_1)M_{\gamma_1}(t)$$

(3.63)

$$P_b(\mathcal{H}_2, t) = G_{\varepsilon_2}(t)^{-1}M_{\gamma_2}(t)^{-1}P_b(\mathcal{H}_2)M_{\gamma_2}(t)G_{\varepsilon_2}(t)$$

(3.64)

with $G_{\varepsilon_2}(t)$ and $M_{\gamma_2}(t)$ defined by (3.54) and (3.55), respectively.

**Remark 3.2.** (i) It is proved in [41, Proposition 8.5] that if $\tilde{f} \in \mathcal{A}(s)$ for given $s$, then

$$\|P_b(\mathcal{H}_1, t)\mathcal{U}(t, s)f\|_{L^2} + \|P_b(\mathcal{H}_2, t)\mathcal{U}(t, s)f\|_{L^2} \leq e^{-\alpha t}\|\tilde{f}\|_{L^2}$$

for some $\alpha > 0$.

(ii) The authors in [41, Theorem 8.4] proved that if the initial data $\psi_0 \in \mathcal{A}(0) \cap L^1$, then

$$\|\mathcal{U}(t)\psi_0\|_{L^2+L^\infty} \leq \langle t \rangle^{-\frac{1}{2}}\|\psi_0\|_{L^1 \cap L^2}.$$ 

Moreover, one can remove $L^2$ on the left hand side if in addition the matrix potentials $V_\kappa(t, x)$ satisfy sup, $\|\tilde{V}_\kappa(t, \cdot)\|_{L^1} < \infty$ for $\kappa = 1, 2$.

### 3.2. Wave operators and asymptotic completeness.

As in the scalar case, the asymptotic completeness has been taken into account to prove the Strichartz estimates. In this subsection, we will prove the the asymptotic completeness and other important propositions for matrix charge transfer model. For these aims, we need to make the following growth assumption on $\mathcal{U}(t)$.

**Growth Assumption:** Let $\mathcal{U}(t)$ be the propagator of the equation (3.51). Then there exists a constant $m_0 > 0$ such that

$$\|\mathcal{U}(t)\|_{L^2 \rightarrow L^2} \leq \langle t \rangle^{m_0}. $$

(3.65)

**Remark 3.3.** Since $\mathcal{H}(t)$ is not a self-adjoint operator, it is clear that $\mathcal{U}(t)$ is no longer unitary. In fact, even if $\mathcal{H}$ is a admissible matrix Schrödinger operator with only one time-independent potential ( in sense of Definition 3.1 and (3.62)), then $\mathcal{U}(t) = e^{it\mathcal{H}}$ may grow like $t$ in $L^2$ ( see e.g. [41]).

In the following, using the growth assumption (3.65) of $\mathcal{U}(t)$, we can further prove the polynomial growth of $\mathcal{U}(t)$ in Sobolev spaces $H^s(\mathbb{R}^n)$ with $s > 0$, which will be used later.

**Proposition 3.1.** Under the assumption (3.65), we have

$$\|\mathcal{U}(t)\|_{H^s \rightarrow H^s} \leq \langle t \rangle^{m_s},$$

where $H^s$ ($s > 0$) is the Sobolev space and $m_s > 0$ depends on $m_0$. 

(3.66)
Proof. One can take a similar iteration method as in the proof of Proposition 2 in [11]. Here we just sketch the proof, where one can see the perturbation method actually does not depend on whether the \( U(t) \) is from matrix or scalar case. Consider the equation \( i \hat{\partial}_t \hat{\psi} = \mathcal{H}(t) \hat{\psi} \) with initial data \( \hat{\psi}_0 \) and define \( ||f|| = ||f||_{L^2 + L^\infty} \). We first estimate \( ||\nabla \hat{\psi}(t)|| \), it follows from Duhamel’s formula

\[
||\langle t \rangle^{-m_0} \nabla \hat{\psi}(t)|| \leq \langle t \rangle^{-m_0} ||U_0(t)\nabla \hat{\psi}_0||_{L^2} + \langle t \rangle^{-m_0} \int_0^{\infty} \langle t \rangle^{-m_0} ||U_0(t-s)\nabla (\hat{\psi}(s)V(s))ds||_{L^2} + \langle t \rangle^{-m_0} \int_0^{\infty} \langle t \rangle^{-m_0} ||U_0(t-s)\nabla (\hat{\psi}(s)V(s))ds||_{L^2}
\]

\[
\leq ||\hat{\psi}_0||_{H^I} + I + II,
\]

where \( U_0(t) \) is the propagator of \( \mathcal{H}_0 \) and \( V(t) := V(t, x) = V_1(t, x) + V_2(t, x - e_1 t) \) with \( \mathcal{H}_0, V_1 \) and \( V_2 \) defined in (3.51). We apply decay estimates and the growth condition (3.65) for \( I \),

\[
I \leq \langle t \rangle^{-m_0} \int_0^{\infty} ||\langle t \rangle^{-m_0} \nabla \hat{\psi}(s)||_{L^2} ds \leq A^{1-\frac{2}{n}} \sup_{t < \infty} \langle t \rangle^{-m_0} ||\nabla \hat{\psi}(s)||_{L^2}.
\]

As for \( II \), we choose \( \hat{\psi} \in L^2 \) with \( ||\hat{\psi}||_{L^2} = 1 \) and apply local smooth estimates to obtain

\[
II \leq \langle t \rangle^{-m_0} \int_0^{\infty} ||\langle t \rangle^{-m_0} ||\nabla \hat{\psi}(s)||_{L^2}||_{L^2} \leq A^{1-\frac{1}{2}} \sup_{t < \infty} ||\nabla \hat{\psi}(s)||_{L^2} \leq A^{\frac{1}{2}} \sup_{s < t} ||\langle s \rangle^{-m_0} \nabla \hat{\psi}(s)||_{L^2} \leq A^{\frac{1}{2}} ||\hat{\psi}_0||_{L^2} + A^{\frac{1}{2}} \sup_{s < t} ||\langle s \rangle^{-m_0} \nabla \hat{\psi}(s)||_{L^2},
\]

where \( \chi_1 \) and \( \chi_2 \) are the support of \( V_1 \) and \( V_2 \), respectively. Thus we have

\[
||\langle t \rangle^{-m_0} \nabla \hat{\psi}(t)|| \leq ||\hat{\psi}_0||_{H^I} + (1 + A^{\frac{1}{2}}) ||\hat{\psi}_0||_{L^2} + A^{1-\frac{1}{2}} \sup_{s < t} ||\langle t \rangle^{-m_0} \nabla \hat{\psi}(s)||_{L^2} \leq A^{\frac{1}{2}} ||\hat{\psi}_0||_{L^2} + A^{\frac{1}{2}} \sup_{s < t} ||\langle s \rangle^{-m_0} \nabla \hat{\psi}(s)||_{L^2},
\]

which implies by appropriate choice of \( A \)

\[
\sup_t ||\langle t \rangle^{-m_0} \nabla \hat{\psi}(t)|| \leq ||\hat{\psi}_0||_{H^I}.
\]

Similarly, we can show that for positive integer \( s \)

\[
\sup_t ||\langle t \rangle^{-m_0} \nabla^s \hat{\psi}(t)|| \leq ||\hat{\psi}_0||_{H^I}.
\]

Thus it follows that

\[
\langle t \rangle^{-m_0} ||\hat{\psi}(t)||_{H^I} \leq \langle t \rangle^{-m_0} ||\hat{\psi}_0||_{H^I} + \langle t \rangle^{-m_0} \int_0^{\infty} ||\hat{\psi}(s)V(s)||ds \leq ||\hat{\psi}_0||_{H^I} + t \sup_t ||\langle t \rangle^{-m_0} \nabla \hat{\psi}(t)||_{L^2} \leq t ||\hat{\psi}_0||_{H^I},
\]

which by interpolation concludes that \( ||\hat{\psi}(t)||_{H^I} \leq \langle t \rangle^{m_0} ||\hat{\psi}_0||_{H^I} \) for all \( s > 0 \).
Now we define wave operators for matrix case,
\[
\Omega_1(s) = s - \lim_{t \to +\infty} \mathcal{U}(s, t)\mathcal{M}_{\alpha_1, \gamma_1}(t)^{-1}\mathcal{U}_1(t, s)\mathcal{P}_b(\mathcal{H}_1)\mathcal{M}_{\alpha_1, \gamma_1}(s),
\]
\[
\Omega_2(s) = s - \lim_{t \to +\infty} \mathcal{U}(s, t)\mathcal{G}_c(t)\mathcal{M}_{\alpha_2, \gamma_2}(t)^{-1}\mathcal{U}_2(t, s)\mathcal{P}_b(\mathcal{H}_2)\mathcal{M}_{\alpha_2, \gamma_2}(s)\mathcal{G}_c(s).
\]
where \(\mathcal{U}(s, t)\) is the propagators of the matrix charge transfer model (3.51) and \(\mathcal{U}_k(t, s) = e^{-i(t-s)\mathcal{H}_k}\) for \(k = 1, 2\). To investigate the range and boundedness of \(\Omega_1(s)\) for each \(s\), by using (3.56), we also consider
\[
\tilde{\Omega}_1(s) = s - \lim_{t \to +\infty} \tilde{\mathcal{U}}(s, t)\mathcal{P}_b(\mathcal{H}_1).
\]
Here \(\tilde{\mathcal{U}}(t, s)\) is the propagator of
\[
i\partial_t \tilde{\psi} = \tilde{\mathcal{H}}(t)\tilde{\psi}
\]
with \(\tilde{\mathcal{H}}(t)\) defined by (3.57). It follows from the identity (3.56) that \(\tilde{\mathcal{U}}(t)\) also has the same growth as (3.65) and (3.66).

**Lemma 3.4.** Assume that the assumption (3.65) is satisfied, the matrix Schrödinger operator \(\mathcal{H}_k(\kappa = 1, 2)\) is admissible in the sense of Definition 3.1 and satisfies the stability condition (3.62). Let \(\tilde{u}_k\) be a generalized eigenfunction of \(\mathcal{H}_k\). Then for \(\sigma \geq 0\) and multi-index \(\gamma\) with \(|\gamma| \geq 0\),
\[
\|\langle x \rangle^\sigma \partial_\gamma \tilde{\Omega}_k(s)\tilde{u}\|_{L^2}, \quad \kappa = 1, 2
\]
are uniformly bounded in \(s\).

**Proof.** We will use similar approach as in the proof of Theorem 2.1. Similarly, we only show the bound of \(\tilde{\Omega}_1(s)\). Since \(\Omega_1(s) = \mathcal{M}_{\alpha_1, \gamma_1}(s)\Omega_1(s)\mathcal{M}_{\alpha_1, \gamma_1}(s)\), it suffices to prove the same bound for \(\tilde{\Omega}_1(s)\). Notice that it follows from the Duhamel formula that
\[
\tilde{\mathcal{U}}(s, t)\mathcal{P}_b(\mathcal{H}_1)\tilde{u} = \tilde{u} + i \int_s^t \tilde{\mathcal{U}}(s, r)\tilde{V}_2(r, \cdot - \tilde{e}_1 r)\mathcal{U}_1(r, s)\tilde{u} dr\]
\[
= \tilde{u} + i \int_s^t \tilde{\mathcal{U}}(s, r)\tilde{V}_2(r, \cdot - \tilde{e}_1 r)e^{-i\tilde{e}_1 r} \tilde{u} dr
\]
(3.67)
for some \(\omega \neq 0\). If \(\tilde{u} \in \text{Ker}(\mathcal{H}_1^\gamma)\), then in the integration of (3.67), \(\omega = 0\) and \(\tilde{u}\) will be replaced by \((r-s)\tilde{u}\), which would not affect the proof.

Since \(V_1\) and \(V_2\) are exponentially localized and smooth, \(\tilde{u}\) is also smooth and exponentially localized in \(L^2\), thus \(\langle x \rangle^\sigma \partial_\gamma \tilde{u} \in L^2\) for all \(\sigma > 0\) and multi-index \(\gamma\). On the other hand, the vector
\[
\tilde{K}(r, s, x) := \tilde{V}_2(x - \tilde{e}_1 r)e^{-i\tilde{e}_1 r} \tilde{u}(x)
\]
has the property that for any \(\sigma > 0\), multi-index \(\beta\) and \(N > 0\)
\[
\|\langle x \rangle^\sigma \partial_\gamma \tilde{K}(r, s, \cdot)\|_{L^2} \leq c(\sigma, |\beta|, N)(r)^{-N}.
\]
Thus even \(\tilde{\mathcal{U}}(t)\) is allowed to have certain growth polynomially, it follows from the above inequality that (3.67) is well-defined. Moreover, for any \(j \geq 0\) and any multi-index \(\gamma\), define
\[
\Phi_{j, \gamma}(t) = \sum_{j' = 0}^j \sum_{|\gamma'| = 0} \|\langle x \rangle^{j'} \partial_\gamma \tilde{\mathcal{U}}(t)\tilde{g}\|_{L^2}.
\]
Notice that
\[
\frac{d}{dt} \left\| (x)^{\gamma} \partial_x^\gamma \overline{U}(t) \right\|_{L^2} = -i \left\langle \left( (x)^{\gamma} \partial_x^\gamma \overline{\mathcal{H}}(t) \right) \overline{U}(t) \right\rangle - i \left\langle \left( (x)^{\gamma} \partial_x^\gamma \overline{U}(t) \right) \left[ \partial_x^\gamma \mathcal{H}(t) \right] \overline{U}(t) \right\rangle + i \left\langle \left( (x)^{\gamma} \partial_x^\gamma \overline{U}(t) \right) \overline{Q}(x) \right\rangle
\]
and \( \overline{\mathcal{H}}(t) - \overline{\mathcal{H}}^s(t) \) is the matrix with localized off-diagonal terms, it follows
\[
\Phi_{j,ly}(t) \leq \Phi_{j,ly}(0) + (t)^2 \sup_{0 \leq s \leq t} \left\| \partial_x^\gamma \Phi_{j,ly} \right\|_{L^2} \\
\leq \sum_{k=0}^{j-1} (t)^{2k} \Phi_{j-k,ly+k}(0) + (t)^2 \Phi_{0,ly+j}(t) \\
\leq (t)^K \sum_{|\ell| < |\gamma|} \left\| (x)^{\gamma} \partial_x^\gamma \Phi \right\|_{L^2}
\]
where we use the Sobolev estimates (3.66) for \( \Phi_{0,ly+j}(t) \) and \( K > 0 \) depends on \( \gamma, j \) and \( m \) in (3.66). Then by using the idea of the proof of Lemma 2.1, we obtain the desired conclusion. \( \square \)

**Theorem 3.1.** Assume that the assumption (3.65) is satisfied, \( \mathcal{H}_k \) \( (k = 1, 2) \) is admissible in the sense of Definition 3.1 and satisfies the stability condition (3.62). Then for every \( s > 0 \), there is a direct sum decomposition
\[
\mathcal{H} = \mathcal{M}(s) \oplus \text{Ran} \Omega_1(s) \oplus \text{Ran} \Omega_2(s).
\]

**Proof.** For any \( \check{\Phi}_0 \in \mathcal{H} \), write
\[
\check{\Phi}(t, s) := \mathcal{U}(t, s) \check{\Phi}_0 = P_b(\mathcal{H}_1, t) \mathcal{U}(t, s) \check{\Phi}_0 + P_b(\mathcal{H}_2, t) \mathcal{U}(t, s) \check{\Phi}_0 + \tilde{K}(t, s).
\]
Furthermore, by the definition of \( P_b(\mathcal{H}_1, t) \) in Definition 3.2, we consider
\[
\mathcal{M}_{\gamma_1}(t) \check{\Phi}(t, s) = P_b(\mathcal{H}_1) \mathcal{M}_{\gamma_1}(t) \mathcal{U}(t, s) \check{\Phi}_0 + \mathcal{M}_{\gamma_1}(t) \tilde{K}(t, s).
\]
It is easy to see that \( \mathcal{M}_{\gamma_1}(t) \mathcal{U}(t, s) \check{\Phi}_0 \) is the solution of the problem
\[
i \partial_t \check{\Phi} = \mathcal{H}(t, s) \check{\Phi}, \quad \check{\Phi}(s) = \mathcal{M}_{\gamma_1}(s) \check{\Phi}_0
\]
with \( \mathcal{H}(t) \) defined by (3.67). Now decompose
\[
P_b(\mathcal{H}_1) \mathcal{M}_{\gamma_1}(t) \mathcal{U}(t, s) \check{\Phi}_0 = \sum_{j=1}^{M_1} A_j(t, s) e^{-i\omega_j(t-s)} \check{\phi}_j + A_0(t, s) \check{\phi}_0,
\]
for some unknown functions \( A_j \), where \( \check{\phi}_j \in L_j \) with \( L_j \) defined as in Lemma 3.3 is the generalized eigenspace of \( \mathcal{H}_1 \). After substituting the decomposition (3.69) and (3.71) in (3.70) and notice that \( P_b(\mathcal{H}_1) \mathcal{M}_{\gamma_1}(t) \tilde{K}(t, s) = 0 \), we obtain the equation
\[
\sum_{j=1}^{M_1} A_j(t, s) e^{-i\omega_j(t-s)} \check{\phi}_j + i \partial_t A_0(t, s) \check{\phi}_0 + A_0(t, s) \mathcal{H}_1 \check{\phi}_0 = -P_b(\mathcal{H}_1) \tilde{V}(t, x - \check{\phi}_1) \check{\phi}(t, s)
\]
for some \( \check{\phi}_j(t, s) \).
where \( \tilde{g}_j(t, s) \in L_1 \) is exponentially decaying in \( t \) for any fixed \( s \), \( \tilde{V}_2 \) is defined in (3.67) and \( \tilde{\phi}(t, s) := M_{\alpha_1, \gamma_1}(t) \tilde{\phi}(t, s) \). Hence we have

\[
\frac{1}{t} \partial_t A_j(t, s) e^{-i \omega_j (t-s)} \tilde{g}_j = \tilde{g}_j(t, s),
\]

(3.73)

Since \( |\tilde{g}_j(t, s)| \leq e^{-at} \), it follows that \( A_j(t, s) \) has a limit \( A_j(s) \) as \( t \to \infty \) for \( 1 \leq j \leq M_1 \). Moreover, applying \( \mathcal{H}_1 \) to (3.73) one obtains

\[
\frac{1}{t} \partial_t A_0(t, s) \mathcal{H}_1 \tilde{\psi}_0 = \mathcal{H}_1 \tilde{g}_0(t, s),
\]

Since the right-hand side decays exponentially in \( t \) and \( \mathcal{H}_1 \tilde{\psi}_0 \) is a localized function, we can similarly obtain that \( A_0(t, s) \) has a limit \( A_0(s) \) as \( t \to \infty \). Thus

(3.74)

\[
\left\| P_b(\mathcal{H}_1, t) \mathcal{U}(t, s) \tilde{\phi}_0 - \sum_{j=0}^{M_1} A_j(s) e^{-i \omega_j (t-s)} M_{\alpha_1, \gamma_1}(t)^{-1} \tilde{\psi}_j \right\|_{L^2} \to 0, \quad t \to +\infty.
\]

Let \( \tilde{\mathcal{U}}(t, s) \) be defined by (3.56) and \( \tilde{u}_j(s) = M_{\alpha_1, \gamma_1}(s)^{-1} \tilde{\Omega}_1(s) \tilde{\psi}_j \), notice that

\[
\tilde{\mathcal{U}}(t, s) \mathcal{U}(r, s) \tilde{\psi}_j - \mathcal{U}_1(t, s) \tilde{\psi}_j = (\tilde{\mathcal{U}}(t, r) \mathcal{U}_1(r, t) - I) \mathcal{U}_1(t, s) \tilde{\psi}_j,
\]

and by the proof of Lemma 3.4, \( \tilde{\mathcal{U}}(t, r) \mathcal{U}_1(r, t) P_b(\mathcal{H}_1) = I \to 0 \) as \( r, t \to +\infty \) in \( L^2 \), we have

(3.75)

\[
\left\| \mathcal{U}(t, s) \left( \sum_{j=0}^{M_1} A_j(s) \tilde{u}_j(s) \right) - \sum_{j=0}^{M_1} A_j(s) e^{-i \omega_j (t-s)} M_{\alpha_1, \gamma_1}(t)^{-1} \tilde{\psi}_j \right\|_{L^2} \to 0, \quad t \to +\infty,
\]

which combing (3.74) implies

(3.76)

\[
\left\| \mathcal{U}(t, s) \left( \sum_{j=0}^{M_1} A_j(s) \tilde{u}_j(s) \right) - P_b(\mathcal{H}_1, t) \mathcal{U}(t, s) \tilde{\phi}_0 \right\|_{L^2} \to 0, \quad t \to +\infty.
\]

Similarly, if we denote \( K_j (0 \leq j \leq M_2) \) the generalized eigenspaces for \( \mathcal{H}_2 \), it follows that as \( t \to +\infty \),

(3.77)

\[
\left\| P_b(\mathcal{H}_2, t) \mathcal{U}(t, s) \tilde{\phi}_0 - \sum_{j=0}^{M_2} B_j(s) e^{-i \mu_j (t-s)} \mathcal{G}_{-\xi_j}(t) M_{\alpha_2, \gamma_2}(t)^{-1} \tilde{\nu}_j \right\|_{L^2} \to 0,
\]

and

(3.78)

\[
\left\| \mathcal{U}(t, s) \left( \sum_{j=0}^{M_2} B_j(s) \tilde{\nu}_j(s) \right) - \sum_{j=0}^{M_2} B_j(s) e^{-i \mu_j (t-s)} \mathcal{G}_{-\xi_j}(t) M_{\alpha_2, \gamma_2}(t)^{-1} \tilde{\nu}_j \right\|_{L^2} \to 0,
\]

for \( \tilde{\nu}_j \in K_j \) and some functions \( B_j \) of \( s \). Then we have

(3.79)

\[
\left\| \mathcal{U}(t, s) \left( \sum_{j=0}^{M_2} B_j(s) \tilde{\nu}_j(s) \right) - P_b(\mathcal{H}_2, t) \mathcal{U}(t, s) \tilde{\phi}_0 \right\|_{L^2} \to 0, \quad t \to +\infty,
\]

where \( \tilde{\nu}_j(s) = \mathcal{G}_{\xi_j}(s)^{-1} M_{\alpha_2, \gamma_2}(s)^{-1} \tilde{\Omega}_2(s) \tilde{\nu}_j \) and

\[
\tilde{\Omega}_2(s) = s - \lim_{t \to +\infty} \tilde{\mathcal{U}}(s, t) \mathcal{U}_2(t, s) P_b(\mathcal{H}_2).
\]
Here $\tilde{U}(t)$ the propagator of $i\partial_t\tilde{\psi} = \tilde{\mathcal{H}}(t)\tilde{\psi}$ with
\[
\tilde{\mathcal{H}}(t) = \mathcal{H}_2 + \tilde{V}_1(t, x + \tilde{e}_1 t)
\]
where $\mathcal{H}_2$ is defined by (3.53),
\[
\tilde{V}_1(t, x) = \begin{pmatrix}
U_1(x) & -e^{i(\theta_1 - \theta_2)(t-x)}W_1(x) \\
egthickspace -e^{i(\theta_1 - \theta_2)(t-x)}W_1(x) & -U_1(x)
\end{pmatrix},
\]
and $\theta_1, \theta_2$ are defined by (3.52).

Now we make decomposition
\[
(3.80) \quad \hat{\phi}_0 = \sum_{j=0}^{M_1} A_j(s)\tilde{u}_j(s) + \sum_{j=0}^{M_2} B_j(s)\tilde{v}_j(s) + \hat{f}(s)
\]
where $\hat{f}(s) := \phi_0 - \sum_{j=0}^{M_1} A_j(s)\tilde{u}_j(s) - \sum_{j=0}^{M_2} B_j(s)\tilde{v}_j(s)$. It follows
\[
P_b(\mathcal{H}_1, t)\mathcal{U}(t, s)\hat{f}(s) = P_b(\mathcal{H}_1, t)\mathcal{U}(t, s)\hat{\phi}_0
\]
\[
- P_b(\mathcal{H}_1, t)\mathcal{U}(t, s)\left( \sum_{j=0}^{M_1} A_j(s)\tilde{u}_j(s) - P_b(\mathcal{H}_1, t)\mathcal{U}(t, s)\sum_{j=0}^{M_2} B_j(s)\tilde{v}_j(s) \right).
\]
By using (3.76), the identity $P^2_b(\mathcal{H}_1, t) = P_b(\mathcal{H}_1, t)$ and the uniformly $L^2$ boundedness of $P_b(\mathcal{H}_1, t)$, we obtain
\[
(3.81) \quad \left\| P_b(\mathcal{H}_1, t)\mathcal{U}(t, s)\hat{\phi}_0 - P_b(\mathcal{H}_1, t)\mathcal{U}(t, s)\sum_{j=0}^{M_1} A_j(s)\tilde{u}_j(s) \right\|_{L^2} \to 0, \quad t \to \infty.
\]
Furthermore, $P_b(\mathcal{H}_1, t)\sum_{j=0}^{M_2} B_j(s)e^{-i\gamma(t)} G_{-\tilde{e}_1}(t)M_{\gamma_1}(t)^{-1}\tilde{H}_{f\gamma}$ goes to zero in the $L^2$ sense as $t \to +\infty$ due to the fact that $G_{-\tilde{e}_1}(t)M_{\gamma_1}(t)^{-1}\tilde{H}_{f\gamma}$ actually has a moving center with position $\tilde{e}_1 t$ and $P_b(\mathcal{H}_1, t)$ is the projection onto the space of localized function, which combining (3.78) imply
\[
(3.82) \quad P_b(\mathcal{H}_1, t)\mathcal{U}(t, s)\left( \sum_{j=0}^{M_2} B_j(s)\tilde{v}_j(s) \right) \to 0, \quad t \to +\infty.
\]
Thus by (3.81) and (3.82), we have $P_b(\mathcal{H}_1, t)\mathcal{U}(t, s)\hat{f}(s) \to 0$ in $L^2$ as $t \to +\infty$. Similarly, $P_b(\mathcal{H}_2, t)\mathcal{U}(t, s)\hat{f}(s) \to 0$ in $L^2$ as $t \to +\infty$. It follows that $\hat{f}(s) \in \mathcal{A}(s)$.

Finally, we prove (3.80) is a direct sum decomposition. Let $0 \neq \tilde{v}(s) \in \mathcal{A}(s) \cap \text{Ran}\mathcal{\Omega}_1^-(s)$, there exists $\tilde{u}$ such that $\tilde{v}(s) = \mathcal{\Omega}_1^-(s)\tilde{u}$, without loss of generality, we assume $\tilde{u}$ is a generalized eigenfunction of $\mathcal{H}_1$. Then similar to the proof of (3.75), we have
\[
\left\| P_b(\mathcal{H}_1, t)\mathcal{U}(t, s)\tilde{v}(s) - M_{\gamma_1}(t)^{-1}P_b(\mathcal{H}_1)\mathcal{U}(t, s)M_{\gamma_1}(s)\tilde{u} \right\|_{L^2} \to 0, \quad t \to +\infty,
\]
which contradict to the fact that $\tilde{v}(s) \in \mathcal{A}(s)$. Similarly, we have $\mathcal{A}(s) \cap \text{Ran}\mathcal{\Omega}_2^-(s) = \{0\}$. Let $0 \neq \tilde{v}(s) \in \text{Ran}\mathcal{\Omega}_2^-(s) \cap \text{Ran}\mathcal{\Omega}_1^-(s)$, there exist $\tilde{u}_j$, $j = 1, 2$ such that
\[
\tilde{v}(s) = \mathcal{\Omega}_1^-(s)\tilde{u}_1 = \mathcal{\Omega}_2^-(s)\tilde{u}_2,
\]
applying the same argument of the proof of (3.75) again, we obtain
\[
M_{\gamma_1}(t)^{-1}P_b(\mathcal{H}_1)\mathcal{U}(t, s)M_{\gamma_1}(s)\tilde{u}_1 - G_{-\tilde{e}_1}(t)M_{\gamma_2}(t)^{-1}P_b(\mathcal{H}_2)\mathcal{U}(t, s)M_{\gamma_2}(s)G_{\tilde{e}_1}(s)\tilde{u}_2 \to 0
\]
in the sense of $L^2$ as $t \to +\infty$, which comibing the exponentially decaying of $\tilde{u}_j$, $j = 1, 2$ gives a contradiction. Hence we finish the proof. \(\square\)
Remark 3.4. One may further seek for the orthogonal sum decomposition of form (3.68). In fact, it is true if we use $U^{*}(t,s)$, the conjugate operator of $U(t,s)$ instead of $U(s,t)$ in the definitions of wave operators $\Omega^{-}(s)$ and $\Omega^{+}(s)$.

Now just as in scalar case, since the asymptotic completeness (see Theorem 3.1 above) tells us that $\mathcal{A}(s) \oplus \text{Ran} \Omega^{-}(s) \oplus \text{Ran} \Omega^{+}(s) = \mathcal{H}$, so we can define $P_{c}(s)$, $P_{1b}(s)$ and $P_{2b}(s)$ to be the projections onto $\mathcal{A}(s)$, $\text{Ran} \Omega^{-}(s)$ and $\text{Ran} \Omega^{+}(s)$, respectively. Thus it follows that

$$P_{c}(s) + P_{1b}(s) + P_{2b}(s) = I, \quad P_{c}(s)P_{ab}(s) = P_{ab}(s)P_{c}(s) = 0, \quad \kappa = 1, 2$$

Moreover, one can have the following properties which are crucial for the proof of the Strichartz estimates for matrix charge transfer model.

Proposition 3.2. Let $s, t \in \mathbb{R}$ and $U(t)$ be the propagator of the equation (3.51) satisfies the growth assumption (3.65). Then we have

(i) $U(t,s)\mathcal{A}(s) = \mathcal{A}(t)$.

(ii) $U(s,t)P_{c}(t) = P_{c}(s)U(s,t)$.

(iii) Let $\sigma_{1}$ and $\sigma_{2}$ be any nonnegative numbers. Then we have

$$\sup_{s} \| (x - D(s))^{-\sigma_{1}} P_{1b}(s)(x)^{\sigma_{2}} \|_{L_{t}^{2}} \leq C \| f \|_{L_{t}^{2}}$$

and

$$\sup_{s} \| (x - D(s))^{-\sigma_{1}} P_{2b}(s)(x - \bar{e}_{1}s)^{\sigma_{2}} \|_{L_{t}^{2}} \leq C \| f \|_{L_{t}^{2}},$$

where $D(s)$ denotes either 0 or $\bar{e}_{1}s$.

Proof. Notice that we still have $U(r,s) = U(r,t)U(t,s)$ for the matrix case. Then by using Definition 3.2, for $\kappa = 1, 2$ and any $f \in \mathcal{A}(s)$, we have

$$P_{b}(\mathcal{H}_{x}, r)U(r,t)U(t,s)f = P_{b}(\mathcal{H}_{x}, r)U(r,s) \to 0$$

in $L_{t}^{2}$ as $r \to +\infty$, which means that $U(t,s)f \in \mathcal{A}(t)$. Conversely, for any $f \in \mathcal{A}(t)$ we define $g = U(t,s)f$, it is easy to see from the analysis above that $g \in \mathcal{A}(s)$ and $f = U(t,s)g$. Hence we finish the proof of (i).

Now turn to (ii). Notice that $U(s,t)\Omega^{-}(t) = \Omega^{-}(s)\overline{U_{1}}$, where $\overline{U_{1}}$ is defined by (3.58). It follows that $U(s,t)$ propagates $\text{Ran} \Omega^{-}(t)$ to $\text{Ran} \Omega^{-}(s)$. Similarly, we could show that $U(s,t)$ propagates $\text{Ran} \Omega^{+}(t)$ to $\text{Ran} \Omega^{+}(s)$. Then we have $U(s,t)P_{ab}(t) = P_{ab}(s)U(s,t)P_{ab}(t)$ for $\kappa = 1, 2$. Hence it follows that

$$P_{c}(s)U(s,t)P_{ab}(t) = P_{c}(s)P_{ab}(s)U(s,t)P_{ab}(t) = 0, \quad \kappa = 1, 2.$$

Thus by $P_{c}(t) + P_{1b}(t) + P_{2b}(t) = I$ and (i) above, we have

$$P_{c}(s)U(s,t) = P_{c}(s)U(s,t)(P_{c}(t) + P_{1b}(t) + P_{2b}(t)) = P_{c}(s)U(s,t)P_{c}(t) = U(s,t)P_{c}(t).$$

The proof for (iii) shares the same procedures as the ones in Proposition 2.3, we omit details here. \qed
3.3. **The Strichartz estimates for matrix charge transfer model.** The matrix charge transfer model is not self-adjoint, one could not apply the $TT^*$ to the endpoint Strichartz estimates even though the decay estimates hold. Here, by using asymptotic completeness and the properties of wave operators, we would show that whenever the initial data belongs to the “scattering states”, the Strichartz estimates hold for all admissible pair defined as in (1.12).

**Theorem 3.2.** Consider the matrix charge transfer model (3.51) with $\mathcal{H}_\kappa$ ($\kappa = 1, 2$) being admissible in the sense of Definition 3.1 and satisfying the stability condition (3.62). Let $\mathcal{U}(t)$ be its propagator satisfying the growth assumption (3.65). The for any initial date $\tilde{\psi}_0 \in \mathcal{A}(0)$ and admissible pair $(p, q)$ satisfying (1.12), one has the Strichartz estimates

$$\|\mathcal{U}(t)\tilde{\psi}_0\|_{L^p_t L^q_x} \lesssim \|\tilde{\psi}_0\|_{L^2}.$$  

(3.83)

**Proof.** As in the scalar case, (3.83) is proved by three steps, which could be summed as

Kato–Jensen $\Rightarrow$ Local decay $\Rightarrow$ Strichartz estimates.

The is basically identical with the scalar case, we would not write down these details. □

Finally, we will consider matrix charge transfer model with nonlinear term

$$\begin{cases}
i \partial_t \tilde{\psi} = \mathcal{H}_0 \tilde{\psi} + V_1(t, x) \tilde{\psi} + V_2(t, x - \tilde{e} t) + \tilde{\psi} + \tilde{F}(t), \\
\tilde{\psi}(0, \cdot) = \tilde{\psi}_0 \in \mathcal{A}(0), \
x \in \mathbb{R}^n.
\end{cases}$$  

(3.84)

We project both side of the equation onto “scattering states” just as in the scalar case, and then could obtain the following result.

**Theorem 3.3.** Consider the nonlinear matrix charge transfer model (3.84) with $\mathcal{H}_\kappa$ ($\kappa = 1, 2$) being admissible in the sense of Definition 3.1 and satisfying the stability condition (3.62). Let $\mathcal{U}(t)$ be the propagator of the equation (3.51) satisfying the growth assumption (3.65). Then for initial data $\tilde{\psi}_0 \in \mathcal{A}(0)$ and admissible pairs $(p, q)$, $(\tilde{p}, \tilde{q})$ satisfying (1.12), the solution $\tilde{\psi}(t, x)$ satisfies the Strichartz estimates,

$$\|P_c(t)\tilde{\psi}(t)\|_{L^p_t L^q_x} \lesssim \|\tilde{\psi}_0\|_{L^2} + \|\tilde{F}\|_{L^{\tilde{p}'}_t L^{\tilde{q}'}_x}.$$  

(3.85)

**Proof.** We will still apply the “five steps argument” used for scalar case, we here only briefly recall the steps of this argument. The main idea is as follows:

Kato–Jense for linear propagator $\mathcal{U}(t)$ $\Rightarrow$ Local decay for linear propagator $\mathcal{U}(t)$

$\Rightarrow$ Local decay for source term

$\Rightarrow$ Local decay for solution $\tilde{\psi}$

$\Rightarrow$ The Strichartz estimates.

We would omit the detail since the whole proof are essentially the same as the scalar one. □
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