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Abstract. The existence of a nontrivial polynomially convex hull with every point a one-point Gleason part and with no nonzero bounded point derivations is established. This strengthens the celebrated result of Stolzenberg that there exists a nontrivial polynomially convex hull that contains no analytic discs. A doubly generated counterexample to the peak point conjecture is also presented.

1. Introduction

It was once conjectured that whenever the polynomially convex hull \( \hat{X} \) of a compact set \( X \) in \( \mathbb{C}^n \) is strictly larger than \( X \), the complementary set \( \hat{X} \setminus X \) must contain an analytic disc. This conjecture was disproved by Gabriel Stolzenberg [11]. Given Stolzenberg’s result, it is natural to ask whether weaker semblances of analyticity, such as nontrivial Gleason parts or nonzero bounded point derivations, must be present in \( \hat{X} \setminus X \). We will establish the following result giving a negative answer to this question.

Theorem 1.1. There exists a compact set \( X \) in \( \mathbb{C}^3 \) such that \( \hat{X} \setminus X \) is nonempty but every point of \( \hat{X} \) is a one-point Gleason part for \( P(X) \) and there are no nonzero bounded point derivations on \( P(X) \).

It is particularly surprising that the question of whether nontrivial polynomially convex hulls must contain nontrivial Gleason parts has not been considered in the literature earlier because early efforts to prove the existence of analytic discs focused on the use of Gleason parts. John Wermer [13] proved that every nontrivial Gleason part for a Dirichlet algebra is an analytic disc, and this was extended to uniform algebras with uniqueness of representing measures by Gunter Lumer [9]. However, once it was proven that analytic discs do not always exist, it
seems that almost no further work was done on Gleason parts in hulls except for a result of Richard Basener [1] that there exists a compact set in $\mathbb{C}^2$ whose rationally convex hull contains no analytic discs but contains a Gleason part of positive 4-dimensional measure. Additional examples of hulls that contain no analytic discs but do contain weaker semblances of analyticity are given in the paper [6] of the third author.

Our proof of Theorem 1.1 uses a construction from the first author’s dissertation [3] related to the so called peak point conjecture. This conjecture asserted that if $A$ is a uniform algebra on its maximal ideal space $X$, and if each point of $X$ is a peak point for $A$, then $A = C(X)$, the algebra of all continuous complex-valued functions on $X$. In his dissertation [3], the first author gave a general construction for, roughly speaking, successively adjoining square roots of functions in a uniform algebra, and he used this construction to give a counterexample to the peak point conjecture. The construction also yields the existence of uniform algebras $A$ such that the maximal ideal space $\mathfrak{M}_A$ of $A$ is strictly larger than the space on which $A$ is defined and yet $A$ has no nontrivial Gleason parts and no nonzero point derivations. Since the algebras produced by this general construction are not in general finitely generated though, this does not address the question of the existence of analytic discs and point derivations in polynomially convex hulls settled by Theorem 1.1 above.

Following Garth Dales and Joel Feinstein [4], we will say that a uniform algebra $A$ has dense invertibles if the invertible elements of $A$ are dense in $A$. Carrying out the general construction in the first author’s dissertation [3] starting with a suitable doubly generated uniform algebra with dense invertibles and successively adjoining square roots to a countable dense collection of invertible elements leads to a doubly generated counterexample to the peak point conjecture.

**Theorem 1.2.** There exists a compact polynomially convex set $X$ in $\mathbb{C}^2$ such that $P(X) \neq C(X)$ but every point of $X$ is a peak point for $P(X)$.

To apply a similar argument to prove Theorem 1.1 we need a doubly generated uniform algebra with dense invertibles having the additional property that the algebra is defined on a proper subset of its maximal ideal space. Such an algebra was constructed by Dales and Feinstein [4].

**Theorem 1.3 (4, Theorem 2.1).** There exists a compact set $Y$ contained in the boundary of the bidisc $\partial \mathbb{D}^2$ in $\mathbb{C}^2$ such that $(0,0) \in \hat{Y}$, and yet $P(Y)$ has dense invertibles.
Because the property of having dense invertibles is preserved under the process of adjoining square roots [5, Theorem 2.1 and Proposition 2.5], we get as a corollary of the proofs of Theorems 1.1 and 1.2 the following additional assertion.

**Theorem 1.4.** In each of Theorems 1.1 and 1.2, the set $X$ can be chosen so that, in addition, $P(X)$ has dense invertibles.

In connection with the proof of their result quoted above, Dales and Feinstein asked what can be said about the existence of nonzero point derivations [4, Section 4, Question 1]. Although they asked specifically about the algebra $P(Y)$ for the set $Y$ that they constructed, the spirit of their question is what can be said about point derivations on uniform algebras of the form $P(X)$ ($X \subset \mathbb{C}^n$ compact) at points of the set $\hat{X} \setminus X$, when $X$ is such that $\hat{X} \setminus X$ is nonempty while $P(X)$ has dense invertibles. Taken together, Theorem 1.4 above and results in the third author’s paper [6] answer this question in the case of bounded point derivations: there exist such uniform algebras both with, and without, bounded point derivations. Theorem 1.4 and results in [6] also show that there exist such uniform algebras both with, and without, nontrivial Gleason parts. If one considers uniform algebras on nonmetrizable spaces, then one can obtain a uniform algebra with no nonzero, possibly unbounded, point derivations and having dense invertibles. This can be shown by starting with $P(Y)$, where $Y$ is the set of Dales and Feinstein in Theorem 1.3 and applying the construction of Cole given in [3] that produces uniform algebras in which every element has a square root. The proof is essentially the same as that of [4, Theorem 2.3]. It seems to be a difficult open question whether there exist nontrivial uniform algebras (with or without dense invertibles) on a metrizable space having no nonzero, possibly unbounded, point derivations.

In the next section we recall some definitions and notations already used above, and we prove a key lemma. Theorem 1.1 is proved in Section 3, and Theorem 1.2 is proved in Section 4. The arguments given in those sections also contain the proof of Theorem 1.4.

### 2. Preliminaries

For $X$ a compact (Hausdorff) space, we denote by $C(X)$ the algebra of all continuous complex-valued functions on $X$ with the supremum norm $\|f\|_X = \sup\{|f(x)| : x \in X\}$. A **uniform algebra** on $X$ is a closed subalgebra of $C(X)$ that contains the constant functions and separates the points of $X$. 
For a compact set $X$ in $\mathbb{C}^n$, we denote by $P(X)$ the uniform closure on $X$ of the polynomials in the complex coordinate functions $z_1, \ldots, z_n$, and we denote by $R(X)$ the uniform closure of the rational functions with no poles on $X$. It is well known that the maximal ideal space of $P(X)$ can be naturally identified with the \textit{polynomially convex hull} $\hat{X}$ of $X$ defined by

$$\hat{X} = \{ z \in \mathbb{C}^n : |p(z)| \leq \max_{x \in X} |p(x)| \text{ for all polynomials } p \}.$$

Let $A$ be a uniform algebra on a compact space $X$. A point $x \in X$ is said to be a \textit{peak point} for $A$ if there exists $f \in A$ with $f(x) = 1$ and $|f(y)| < 1$ for all $y \in X \setminus \{x\}$. The \textit{Gleason parts} for the uniform algebra $A$ are the equivalence classes in the maximal ideal space of $A$ under the equivalence relation $\varphi \sim \psi$ if $\|\varphi - \psi\| < 2$ in the norm on the dual space $A^*$. (That this really is an equivalence relation is well known but not obvious!) For $\varphi$ a multiplicative linear functional on $A$, a \textit{point derivation} on $A$ at $\varphi$ is a linear functional $\psi$ on $A$ satisfying the identity

$$\psi(fg) = \psi(f)\varphi(g) + \varphi(f)\psi(g) \quad \text{for all } f, g \in A.$$

A point derivation is said to be \textit{bounded} if it is bounded (continuous) as a linear functional. It is well known that every peak point is a one-point Gleason part, and that at a peak point there are no nonzero point derivations. (See for instance \cite{2}.)

An \textit{analytic disc} in the maximal ideal space $\mathcal{M}_A$ of a uniform algebra $A$ is, by definition, an injective map $\sigma$ of the open unit disc $\mathbb{D} \subset \mathbb{C}$ into $\mathcal{M}_A$ such that the function $f \circ \sigma$ is analytic on $\mathbb{D}$ for every $f$ in $A$. It is immediate that the presence of an analytic disc implies the existence of a nontrivial Gleason part and nonzero bounded point derivations.

Given continuous functions $f_1, \ldots, f_k$ on a compact space $X$, we denote by $[f_1, \ldots, f_k]$ the uniform algebra that they generate, i.e., the smallest closed, unital subalgebra of $C(X)$ that contains $f_1, \ldots, f_k$. Equivalently, $[f_1, \ldots, f_k]$ is the uniform closure on $X$ of the set of polynomials in $f_1, \ldots, f_k$. We say that the uniform algebra $A$ is \textit{doubly generated} if $A$ has a set of generators consisting of two elements.

The following key lemma is a generalization of the theorem, due to Kenneth Hoffman and Errett Bishop in case $n = 1$, and Hugo Rossi \cite{10} in general, that for $X$ a compact set in $\mathbb{C}^n$, the uniform algebra $R(X)$ is generated by $n + 1$ functions.

\textbf{Lemma 2.1.} Let $A$ be a uniform algebra on a compact space $X$. Suppose that $A$ is generated by a sequence of functions $\mathcal{F} = \{f_1, f_2, \ldots\}$. Suppose also that there is a positive integer $N$ such that for each $n > N$,
the function $f_n$ is either the inverse of a function in the uniform algebra $[f_1, \ldots, f_{n-1}]$ or is an $m$-th root (for some $m \geq 2$) of an invertible function in the uniform algebra $[f_1, \ldots, f_{n-1}]$. Then $A$ is generated by $N+1$ functions.

In the proof we will make repeated use of the following very well known elementary fact \cite[Theorem 1.2.1]{2}.

**Proposition 2.2.** Let $A$ be a Banach algebra with identity element $e$. If $f \in A$, $\lambda \in \mathbb{C}$, and $\|f\| < |\lambda|$, then $\lambda e - f$ is invertible in $A$.

We will also invoke the following easy lemma.

**Lemma 2.3.** Let $a$ be a positive real number, let $b$ and $c$ be complex numbers, and let $m \geq 2$ be a positive integer. If $|\arg(c)| < \pi/2m$, and $|b| < (a/2) \sin(\pi/2m)$, then $|\arg((a + b)c)| < \pi/m$. (Here $\arg(z)$ denotes the argument of $z$ chosen to lie in the interval $[-\pi, \pi]$.)

**Proof.** Note that

$$|\sin(\arg(a + b))| = \frac{|\Im b|}{|a + b|} \leq \frac{|b|}{|a| - |b|} \leq \frac{|b|}{a/2} < \sin(\pi/2m).$$

Therefore,

$$|\arg(a + b)| < \pi/2m.$$ 

Hence,

$$|\arg((a + b)c)| < \pi/2m + \pi/2m = \pi/m.$$ 

\qed

**Proof of Lemma 2.4.** We will show that if $(c_n)$ is a sequence of positive numbers decreasing to zero sufficiently rapidly, and if $b_{N+1} = \sum_{n=N+1}^{\infty} c_n f_n$, then $A$ is generated by the functions $f_1, \ldots, f_N, b_{N+1}$. For $n > N$, in the case $f_n$ is the inverse of a function in $[f_1, \ldots, f_{n-1}]$, we set $h_n = f_n^{-1}$. Otherwise $f_n$ is an $m$-th root of an invertible function $g_n$ in $[f_1, \ldots, f_{n-1}]$, and we then set $h_n = g_n^{-1}$. Obviously, in either case, $h_n$ is in $[f_1, \ldots, f_{n-1}]$. Now choose a sequence $\{c_n : n \geq N + 1\}$ of constants such that:

(i) $0 < c_n \leq 1$ for $n \geq N + 1$,

(ii) $c_n \|f_n\| < 2^{-n}$ for $n \geq N + 1$,

(iii) $c_n \|f_n h_k\| < \begin{cases} 2^{-n} c_k & \text{if } f_k = h_k^{-1} \\ 2^{-n} c_k^m & \text{if } f_k^m = g_k \end{cases}$ $N + 1 \leq k < n$

(iv) if $f_k^m = g_k$, then we require also that

$$\left\| \sum_{n=k+1}^{\infty} c_n f_n \right\| < (c_k/2)(\sin(\pi/2m)) \min_{x \in X} |f_k(x)|, \quad k \geq N + 1.$$
(Note that \( \min_{x \in X} |f_k| > 0 \) since \( f_k^{-1} \) is defined on \( X \).)

Now define, for \( k \geq N + 1 \),

\[
b_k = \sum_{n=k}^{\infty} c_n f_n.
\]

Condition (ii) assures that each \( b_k \) is in \( A \). Also, using condition (iii), we see that for \( k \geq N + 1 \),

\[
\|b_{k+1} h_k\| \leq \sum_{n=k+1}^{\infty} c_n \|f_n h_k\| \leq \begin{cases} 2^{-k} c_k & \text{if } f_k = h_k^{-1} \\ 2^{-k} c_k m & \text{if } f_k^m = g_k. \end{cases}
\]

Let \( B = [f_1, \ldots, f_N, b_{N+1}] \). Clearly \( B \subseteq A \). We will prove that \( A = B \), by using induction to show that \( f_n \) is in \( B \) for each \( n = 1, 2, 3, \ldots \). By definition \( f_1, \ldots, f_N \) are in \( B \). Now given \( k \geq N + 1 \), we assume that \( f_1, \ldots, f_{k-1} \) are in \( B \), and show that then \( f_k \) is in \( B \). First note that \( b_k = b_{N+1} - (c_{N+1} f_{N+1} + \ldots + c_{k-1} f_{k-1}) \) is in \( B \). Also \( h_k \) is in \( B \) since \( h_k \) is in \( [f_1, \ldots, f_{k-1}] \).

**Case I:** \( f_k = h_k^{-1} \)

Clearly \( b_k h_k \) is in \( B \), and

\[
\|c_k - b_k h_k\| = \|c_k - \sum_{n=k}^{\infty} c_n f_n h_k\|
= \|\sum_{n=k+1}^{\infty} c_n f_n h_k\| = \|b_{k+1} h_k\| \leq 2^{-k} c_k < c_k.
\]

Therefore, by Proposition 2.2, \( b_k h_k = c_k - (c_k - b_k h_k) \) is invertible in \( B \). Hence \( h_k \) is invertible in \( B \), that is, \( f_k = h_k^{-1} \) is in \( B \).

**Case II:** \( f_k^m = g_k \)

Clearly \( b_k h_k \) is in \( B \), and

\[
b_k^m h_k = (c_k f_k + b_{k+1})^m h_k
= c_k^m + b_{k+1} h_k \left[ \binom{m}{1} (c_k f_k)^{m-1} + \binom{m}{2} (c_k f_k)^{m-2} b_{k+1} + \ldots + b_{k+1}^{m-1} \right].
\]

Note that by conditions (ii) and (iv) above \( \|b_{k+1}\| < 2^{-k} \), so we can bound the second term in the last line of the preceding display as
follows:

\[
\left\| b_{k+1}h_k \left[ \left( \frac{m}{1} \right) (c_k f_k)^{m-1} + \left( \frac{m}{2} \right) (c_k f_k)^{m-2}b_{k+1} + \ldots + b_{k+1}^{m-1} \right] \right\|
\leq \left\| b_{k+1}h_k \right\| \left[ \left( \frac{m}{1} \right) (2^{-k})^{m-1} + \left( \frac{m}{2} \right) (2^{-k})^{m-2}2^{-k} + \ldots + (2^{-k})^{m-1} \right]
\leq 2^{-k} c_k^m (2^{-k})^{m-1}(2^m - 1)
= (2^m - 1)2^{-mk} c_k^m
< c_k^m.
\]

Therefore, applying Proposition 2.2 again gives that \( b_k^m h_k \) is invertible in \( B \). Furthermore, the inequality gives that the range of the function \( b_k^m h_k \) lies entirely in the open right half-plane. Let \( \sqrt[2]{z} \) denote the branch of the logarithm defined on the open right half-plane taking values in the sector where the argument lies in the interval \((-\pi/2m, \pi/2m)\), and set \( s_k = \sqrt[2]{z} \circ (b_k^m h_k) \). Since \( \sqrt[2]{z} \) can be approximated uniformly on compact subsets of the open unit half plane by polynomials, \( s_k \) lies in \( B \), and since \( b_k^m h_k \) is invertible in \( B \), so is \( s_k \).

Note that

\[
f_k^m = g_k = h_k^{-1} = (b_k s_k^{-1})^m.
\]

Taking \( m \)-th roots, we get that for each \( x \in X \), there is an \( m \)-th root of unity \( \alpha(x) \) such that

\[
(1) \quad \alpha(x) f_k(x) = b_k(x) s_k^{-1}(x) = (c_k f_k(x) + b_{k+1}(x)) s_k^{-1}(x).
\]

Then

\[
(2) \quad \alpha(x) = \left( c_k + \frac{b_{k+1}(x)}{f_k(x)} \right) s_k^{-1}(x), \quad x \in X.
\]

By construction, the argument of \( s_k(x) \) lies in the interval \((-\pi/2m, \pi/2m)\), and hence the same is true of the argument of \( s_k^{-1}(x) \). Also, from condition (iv), we see that \( \left| \frac{b_{k+1}(x)}{f_k(x)} \right| < (c_k/2) \sin(\pi/2m) \), for \( x \in X \). Thus by Lemma 2.3 and equation (2), the \( m \)-th root of unity \( \alpha(x) \) satisfies \( |\arg \alpha(x)| < \pi/m \) and hence must be equal to 1. Consequently by equation (1), we have \( f_k = b_k s_k^{-1} \). Therefore, \( f_k \) is in \( B \).

Thus, by induction, \( f_n \) is in \( B \) for each positive integer \( n \), and hence, \( A = B = [f_1, \ldots, f_N, b_{N+1}] \). \( \square \)
3. A Hull with No Nontrivial Gleason Parts and No Nonzero Bounded Point Derivations

This section is devoted to the proof of Theorem 1.1 and the related part of Theorem 1.4.

Let \( Y \) be the set given in Theorem 1.3. Set \( X_0 = \hat{Y} \) and \( A_0 = P(X_0) \). Following the iterative procedure used by the first author [3, Theorem 2.5] (and also described in [12, p. 201]) to obtain uniform algebras with only trivial Gleason parts on metrizable spaces, we will define a sequence of uniform algebras \( \{A_m\}_{m=0}^{\infty} \). First let \( \mathcal{F}_0 = \{f_{0,n}\}_{n=1}^{\infty} \) be a countable dense set of invertible functions in \( A_0 \). Let \( \pi : X_0 \times \mathbb{C}^n \to X_0 \) and \( \pi_n : X_0 \times \mathbb{C}^n \to \mathbb{C} \) denote the projections given by \( \pi(x, (y_k)_{k=1}^{\infty}) = x \) and \( \pi_n(x, (y_k)_{k=1}^{\infty}) = y_n \). Define \( X_1 \subset X_0 \times \mathbb{C}^n \) by

\[
X_1 = \{ z \in X_0 \times \mathbb{C}^n : \pi_n^2(z) = (f_{0,n} \circ \pi)(z) \text{ for all } n \in \mathbb{Z}_+ \},
\]

and let \( A_1 \) be the uniform algebra on \( X_1 \) generated by the functions \( \{\pi_n\}_{n=1}^{\infty} \). Note that since \( \pi_n^2 = f_{0,n} \circ \pi \) on \( X_1 \), the functions \( f_{0,n} \circ \pi \) belong to \( A_1 \). Thus by identifying each function \( f \in A_0 \) with \( f \circ \pi \), we can regard \( A_0 \) as a subalgebra of \( A_1 \). Then \( \pi_n = f_{0,n} \), so we will denote \( \pi_n \) by \( \sqrt{f_{0,n}} \). By [3] Theorem 2.1 the algebra \( A_1 \) has dense invertibles. The collection \( \mathcal{C} \) of polynomials in the members of \( \{\sqrt{f_{0,n}}\}_{n=1}^{\infty} \) with coefficients whose real and imaginary parts are rational is a countable dense subset of \( A_1 \). Moreover, because the group of invertibles in \( A_1 \) is a dense, open subset of \( A_1 \), the intersection of \( \mathcal{C} \) with the group of invertibles is also dense in \( A_1 \). Let \( \mathcal{F}_1 = \{f_{1,1}, f_{1,2}, \ldots\} \) be this intersection. Note that each \( \sqrt{f_{0,n}} \) lies in \( \mathcal{F}_1 \). We now iterate this construction to obtain a sequence of uniform algebras \( \{A_m\}_{m=0}^{\infty} \) on compact metric spaces \( \{X_m\}_{m=0}^{\infty} \) and for each \( m \) a countable dense set \( \mathcal{F}_m = \{f_{m,1}, f_{m,2}, \ldots\} \) of invertible functions in \( A_m \). Each \( A_m \) can be regarded as a subalgebra of \( A_{m+1} \). Each function in \( \mathcal{F}_{m+1} \) is a polynomial in the members of \( \{\sqrt{f_{m,n}}\}_{n=1}^{\infty} \). In addition, each \( \sqrt{f_{m,n}} \) lies in \( \mathcal{F}_{m+1} \).

We now take the direct limit of the system of uniform algebras \( \{A_m\} \) to obtain a uniform algebra \( A_\omega \) on some compact metric space \( X_\omega \). If we regard each \( A_n \) as a subset of \( A_\omega \) in the natural way, and set \( \mathcal{F} = \bigcup \mathcal{F}_m \), then \( \mathcal{F} \) is a dense set of invertibles in \( A_\omega \), and every member of \( \mathcal{F} \) has a square root in \( \mathcal{F} \). It follows (by [3, Lemma 1.1]) that every Gleason part for \( A_\omega \) consists of a single point and that there are no nonzero bounded point derivations on \( A_\omega \).

By [3, Theorem 2.5], there is a surjective map \( \tilde{\pi} : X_\omega \to X_0 \) that sends the Shilov boundary for \( A_\omega \) into the Shilov boundary for \( A_0 \). Since the Shilov boundary for \( A_0 \) is contained in \( Y \subset \hat{Y} \), this gives
that the Shilov boundary $\Gamma_{A_\omega}$ for $A_\omega$ is a proper subset of $X_\omega$. Now to complete the proof of Theorem 1.1 and the related part of Theorem 1.4 it suffices to show that $A_\omega$ is generated by three functions, for if $f_1, f_2, f_3$ are generators for $A_\omega$, and we set $X = \{(f_1(x), f_2(x), f_3(x)) : x \in \Gamma_{A_\omega}\}$, then $P(X)$ is isomorphic as a uniform algebra to $A_\omega$ and $\hat{X} = \{(f_1(x), f_2(x), f_3(x)) : x \in X_\omega\}$ is strictly larger than $X$. 

To show that $A_\omega$ is generated by three functions, we consider the following array of functions:

$$
\begin{array}{cccc}
& \z_1 \circ \tilde{\pi} & & \\
& \z_2 \circ \tilde{\pi} & & \\
\sqrt{f_{0,1}} & \sqrt{f_{0,2}} & \sqrt{f_{0,3}} & \ldots \\
f_{1,1}^{-1} & f_{1,2}^{-1} & f_{1,3}^{-1} & \ldots \\
\sqrt{f_{1,1}} & \sqrt{f_{1,2}} & \sqrt{f_{1,3}} & \ldots \\
f_{2,1}^{-1} & f_{2,2}^{-1} & f_{2,3}^{-1} & \ldots \\
\sqrt{f_{2,1}} & \sqrt{f_{2,2}} & \sqrt{f_{2,3}} & \ldots \\
\vdots & \vdots & \vdots & \ddots \\
\end{array}
$$

The functions in the above array generate $A_\omega$. Thus by Lemma 2.1 the proof will be complete if we show that the functions in the array can be arranged in a sequence that begins with $\z_1 \circ \tilde{\pi}$ and $\z_2 \circ \tilde{\pi}$ and is such that each function that comes after that in the sequence is either the inverse of a function in the uniform algebra generated by the preceding functions in the sequence or else is the square root of an invertible function in the uniform algebra generated by the preceding functions in the sequence. Roughly we would like to list the functions by proceeding along successively lower upward slanting diagonals listing

$$
\sqrt{f_{0,1}}; f_{1,1}^{-1}, \sqrt{f_{0,2}}; \sqrt{f_{1,1}}; f_{1,2}^{-1}, \sqrt{f_{0,3}}; \ldots,
$$

but this procedure must be modified to insure that whenever the inverse of a function $f_{m,n}$ is listed, the function $f_{m,n}$ belongs to the uniform algebra generated by the previous functions. We therefore proceed as follows. Having listed $\z_1 \circ \tilde{\pi}$ and $\z_2 \circ \tilde{\pi}$, we list $\sqrt{f_{0,1}}$ and continue listing functions from the same row ($\sqrt{f_{0,2}}, \sqrt{f_{0,3}}, \ldots$) until the function $f_{1,1}$ belongs to the uniform algebra generated by the listed functions. (Recall that $f_{1,1}$ is a polynomial in the members of $\{\sqrt{f_{0,n}}\}_{n=1}^{\infty}$.) We then list $f_{1,1}^{-1}$. If $\sqrt{f_{0,2}}$ has not yet been listed, we then add $\sqrt{f_{0,2}}$ to the list. We then list $\sqrt{f_{1,1}}$. Next proceeding along the upward
slanting diagonal through $\sqrt{f_{1,1}}$, we consider $f_{1,2}^{-1}$. Before listing $f_{1,2}^{-1}$, we list more functions of the form $\sqrt{f_{0,n}}$, if needed, until $f_{1,2}$ belongs to the generated uniform algebra. Then we list $f_{1,2}^{-1}$. Continuing along this same upward slanting diagonal, we list $\sqrt{f_{0,3}}$ if it has not yet been listed. We then proceed to the next upward slanting diagonal and consider $f_{2,1}^{-1}$. Before listing $f_{2,1}^{-1}$, we must insure that $f_{2,1}$ is in the generated uniform algebra. This may involve listing more functions of the form $\sqrt{f_{m,n}}$ from the row above. Before listing these, we may have to list more functions from the rows above to insure that $f_{m,n}$ is in the generated uniform algebra. In general, each time we are to list a function of the form $f_{m,n}^{-1}$, we list functions from earlier rows as needed until the function $f_{m,n}$ belongs to the generated uniform algebra. In this way, we obtain the desired sequence. \qed

4. A Doubly Generated Counterexample to the Peak Point Conjecture

This section is devoted to the proof of Theorem 1.2 and the related part of Theorem 1.4. The proof can be carried out by an argument similar to the one used above in Section 3 by replacing the starting algebra $P(X_0)$ used there by the algebra $R(X_0)$ for $X_0$ a compact set in the plane such that $R(X_0) \neq C(X_0)$ and the only Jensen measures for $R(X_0)$ are point masses. However, we will instead give a modification of this argument based on the presentation of Cole’s original counterexample to the peak point conjecture given in the text [2] by Andrew Browder. The argument in [2], the essential features of which are the same as in Cole’s original construction, yields the desired algebra in one step eliminating the need for induction and the use of an inverse limit.

We now begin the proof. We will show that there exists a uniform algebra $\tilde{A}$ on a compact space $\tilde{X}$ such that

(i) $\tilde{A} \neq C(\tilde{X})$,
(ii) the maximal ideal space of $\tilde{A}$ is $\tilde{X}$,
(iii) every point of $\tilde{X}$ is a peak point for $\tilde{A}$,
(iv) $\tilde{A}$ has a dense set of invertibles, and
(v) $\tilde{A}$ is generated by two functions.

Theorem 1.2 and the related part of Theorem 1.4 then follow at once by choosing generators $f_1$ and $f_2$ for $\tilde{A}$ and setting $X = \{(f_1(x), f_2(x)) : x \in \tilde{X}\}$.
Let \( X_0 \) be a compact set in the plane such that \( R(X_0) \neq C(X_0) \) and the only Jensen measures for \( R(X_0) \) are point masses. (The first example of a set \( X_0 \) with the prescribed property was given by McKissick \[8\]. McKissick’s example is presented in [12, pp. 344–355], and a substantial simplification of part of the argument is given in [7]. Probably the simplest example is the one given in [2, pp. 193–195].) Set \( A = R(X_0) \).

Since \( X_0 \) has empty interior, it is easy to show that the rational functions with poles off \( X_0 \) and no zeros on \( X_0 \) are dense in \( A \). Hence, there is a countable dense subset \( \mathcal{F} = \{ f_n : n \in \mathbb{Z}_+ \} \) of \( A \) consisting of invertible elements where each \( f_n \) is a rational function \( f_n = p_n/q_n \) with \( p_n \) and \( q_n \) polynomials that are zero free on \( X_0 \).

Let \( J = \{ (m,n) : m,n \in \mathbb{Z}_+, m \geq 2 \} \), and let \( Z = X_0 \times \mathbb{C}^J \). A point \( z \) of \( Z \) can be written in the form \( z = (x,y) \) where \( x \in X_0 \) and \( y = (y_{m,n})_{(m,n) \in J} \) with \( y_{m,n} \in \mathbb{C} \) for each \( (m,n) \in J \). Let \( \pi: Z \to X_0 \) be the projection given by \( \pi(x,y) = x \), and for each \( (m,n) \in J \), let \( \pi_{m,n}: Z \to \mathbb{C} \) be the projection given by \( \pi_{m,n}(x,y) = y_{m,n} \). Define \( \bar{X} \) by

\[
\bar{X} = \{ z \in Z : f_n(\pi(z)) = \pi_{m,n}^m(z), (m,n) \in J \}.
\]

Note that \( \bar{X} \) is closed in \( Z \) and that each set \( \pi_{m,n}(\bar{X}) \) is bounded in \( \mathbb{C} \) since each \( f_n \) is bounded. Therefore, the Tychonoff theorem implies that \( \bar{X} \) is compact. Since \( \bar{X} \) is a subspace of a countable product of metrizable spaces, \( \bar{X} \) is metrizable.

Let \( \bar{\pi}: \bar{X} \to X_0 \) and \( g_{m,n}: \bar{X} \to \mathbb{C} \) be the restrictions to \( \bar{X} \) of \( \pi \) and \( \pi_{m,n} \), respectively. Let

\[
\mathcal{G} = \{ f \circ \bar{\pi} : f \in A \} \cup \{ g_{m,n} : (m,n) \in J \}.
\]

Note that \( \mathcal{G} \) contains the constant functions and separates points on \( \bar{X} \). Let \( \bar{A} \) be the uniform algebra on \( \bar{X} \) generated by \( \mathcal{G} \).

To show that \( \bar{A} \) is generated by two functions, we consider the following array of functions:

\[
\begin{array}{cccccc}
z \circ \bar{\pi} \\
(1/q_1) \circ \bar{\pi} & (1/q_2) \circ \bar{\pi} & (1/q_3) \circ \bar{\pi} & \ldots \\
(1/p_1) \circ \bar{\pi} & (1/p_2) \circ \bar{\pi} & (1/p_3) \circ \bar{\pi} & \ldots \\
g_{2,1} & g_{2,2} & g_{2,3} & \ldots \\
g_{3,1} & g_{3,2} & g_{3,3} & \ldots \\
g_{4,1} & g_{4,2} & g_{4,3} & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{array}
\]
The functions in the above array generate the uniform algebra \( \tilde{A} \). Now arrange the above functions in a sequence

\[
z \circ \tilde{\pi}, (1/q_1) \circ \tilde{\pi}, (1/p_1) \circ \tilde{\pi}, (1/q_2) \circ \tilde{\pi}, g_{2,1}, (1/p_2) \circ \tilde{\pi}, (1/q_3) \circ \tilde{\pi}, \ldots
\]

where after listing \( z \circ \tilde{\pi} \) and \((1/q_1) \circ \tilde{\pi}\), we proceed along successively lower upward slanting diagonals. Then each function in the sequence beyond the first term is either the inverse of a function in the uniform algebra generated by the preceding functions in the sequence or else is the \( m \)-th root \((m \geq 2)\) of an invertible function in the uniform algebra generated by the preceding functions in the sequence. Therefore, by Lemma 2.1, \( \tilde{A} \) is generated by two functions.

By [5, Theorem 2.1], for each finite subset \( J_0 \) of \( J \), the algebra generated by \( \mathcal{G} = \{ f \circ \tilde{\pi} : f \in A \} \cup \{ g_{m,n} : (m, n) \in J_0 \} \) has dense invertibles, and hence so does \( \tilde{A} \).

For the proof that \( \tilde{A} \) has properties (i), (ii), and (iii) we follow closely the exposition of the first author’s original counterexample to the peak point conjecture given in Browder’s text [2 Appendix]. To verify (ii), let \( \tilde{\phi} \) be an arbitrary multiplicative linear functional on \( \tilde{A} \). Then the map \( \phi : A \to \mathbb{C} \) defined by \( \phi(f) = \tilde{\phi}(f \circ \tilde{\pi}) \) is a multiplicative linear functional on \( A \), so there exists a point \( x \in X_0 \) such that \( \phi(f) = f(x) \) for all \( f \in A \). Let \( z = (x, (\tilde{\phi}(g_{m,n}))_{(m,n) \in J}) \in X_0 \times \mathbb{C}^J = Z \). Then

\[
[\pi_{m,n}(z)]^m = [\tilde{\phi}(g_{m,n})]^m = \tilde{\phi}(g_{m,n}^m) = \tilde{\phi}(f_n = f_n(\pi(z))),
\]

and hence \( z \) is a point of \( \tilde{X} \). Furthermore \( \tilde{\phi}(h) = h(z) \) for every \( h \in \mathcal{G} \), and hence for every \( h \in \tilde{A} \). This shows that the maximal ideal space of \( \tilde{A} \) is \( \tilde{X} \).

We next verify (iii). Let \( \tilde{x} = (x, y) \in \tilde{X} \subset X_0 \times \mathbb{C}^J \), and \( \mu \) be a representing measure for \( \tilde{x} \). Let \( \tilde{\pi}_s(\mu) \) be the push forward measure of \( \mu \) under \( \tilde{\pi} \). Since \( \mu \) is a positive measure, \( \text{supp}(\mu) \subseteq \tilde{\pi}^{-1}(\text{supp}(\tilde{\pi}_s(\mu))) \).

For any \((m, n) \in J\), we have

\[
|f_m(x)|^{1/m} = |g_{m,n}(\tilde{x})| = \int |g_{m,n}| \, d\mu \leq \int |g_{m,n}| \, d\mu = \int |f_n \circ \tilde{\pi}|^{1/m} \, d\mu = \int |f_n|^{1/m} \, d\tilde{\pi}_s(\mu).
\]

Thus \( |f_n(x)| \leq \left[ \int |f_n|^{1/m} \, d\tilde{\pi}_s(\mu) \right]^m \) for all \((m, n) \in J\). Since \( \mathcal{F} = \{ f_n \} \) is dense in \( A \), it follows that \( |f(x)| \leq \left[ \int |f|^{1/m} \, d\tilde{\pi}_s(\mu) \right]^m \) for all \( f \in A \) and for all \( m \in \mathbb{Z}_+ \). It follows that \( |f(x)| \leq \exp \int |f| \, d\tilde{\pi}_s(\mu) \) for all \( f \in A \) (see [2, pp. 125-126]). Thus \( \tilde{\pi}_s(\mu) \) is a Jensen measure for \( x \) with respect to \( A \), and hence, \( \tilde{\pi}_s(\mu) \) is the unit point mass at \( x \). It follows
that $\text{supp}(\mu) \subseteq \tilde{\pi}^{-1}(\{x\})$. Next for each $(m, n) \in J$,
\[
\left| \int g_{m,n} \, d\mu \right| = |g_{m,n}(\bar{x})| = |f_n(x)|^{1/m} = \int |g_{m,n}| \, d\mu,
\]

since $|f_n(x)|^{1/m} = |g_{m,n}|$ on $\tilde{\pi}^{-1}(\{x\})$. Hence $g_{m,n}$ is constant on
$\text{supp}(\mu)$ for every $(m, n) \in J$. Since $\{g_{m,n} : (m, n) \in J\}$ separates
the points of $\tilde{\pi}^{-1}(\{x\})$, it follows that $\text{supp}(\mu) = \{\bar{x}\}$. We conclude
that the unit point mass at $\bar{x}$ is the only representing measure for $\bar{x}$
with respect to $\tilde{A}$. Since $\tilde{X}$ is metrizable, it follows that $\bar{x}$ is a peak
point for $\tilde{A}$.

Finally we prove (i). For this it suffices to show that if $f \in C(X_0)$ and
$f \circ \pi \in \tilde{A}$, then $f \in A$. We will show more: there exists a continuous
linear map $P : C(\tilde{X}) \to C(X_0)$ that is onto and such that $P(f \circ \tilde{\pi}) = f$
for each $f \in C(X_0)$, and $P(\tilde{A}) = A$. We define $P$ by “averaging over
the fibers of $\pi$”.

For each $(m, n) \in J$, let $H_{m,n}$ be the group of $m$-th roots of unity, and
let $H = \prod_{(m,n) \in J} H_{m,n}$. Then $H$ acts on $\tilde{X}$ by the action $\gamma : H \times \tilde{X} \to \tilde{X}$
given by $\gamma(h, (x, (y_{m,n}))) = (x, (h_{m,n} y_{m,n}))$. Note that $\gamma$ is a well-defined
continuous mapping, and hence is a group action, and write $h \cdot (x, y)$ for $\gamma(h, (x, y))$. Note also that $H$ is a compact group. Let
$\sigma$ be the normalized Haar measure on $H$. For $\tilde{f} \in C(\tilde{X})$, we define
$P \tilde{f} : X_0 \to \mathbb{C}$ by
\[
P \tilde{f}(x) = \int_H \tilde{f}(h \cdot (x, y)) \, d\sigma(h).
\]

We will show that $P \tilde{f}$ is a continuous function of $x$, and is well-defined
independent of the choice of $y$, and hence we have a well-defined map
$P : C(\tilde{X}) \to C(X_0)$. First note that the integrand is a continuous function of $h$ on $H$, so the integral exists. Note that $H$ acts transitively
on $\tilde{\pi}^{-1}(x)$. Therefore, if $y'$ is a point in $\mathbb{C}'$ such that $(x, y') \in \tilde{X}$, then
$(x, y') = h' \cdot (x, y)$ for some $h' \in H$. Then
\[
\int_H \tilde{f}(h \cdot (x, y')) \, d\sigma(h) = \int_H \tilde{f}(h \cdot (h' \cdot (x, y))) \, d\sigma(h)
= \int_H \tilde{f}(hh' \cdot (x, y)) \, d\sigma(h)
= \int_H \tilde{f}(h \cdot (x, y)) \, d\sigma(h),
\]

by the invariance of Haar measure. Hence $P \tilde{f}(x)$ is well-defined independent
of the choice of $y$. To establish the continuity of $P \tilde{f}$, let $(x, y)$
be a point of $\tilde{X}$ and $(x_n, y_n)$ be a sequence such that $(x_n, y_n) \to (x, y)$ in
For each fixed $h \in H$, note that $\tilde{f}(h \cdot (x_n, y_n)) \to \tilde{f}(h \cdot (x, y))$. Thus the dominated convergence theorem implies that $P\tilde{f}(x_n) \to P\tilde{f}(x)$. Consequently, $P\tilde{f} \circ \tilde{\pi}$ is continuous, and hence so is $P\tilde{f}$.

Clearly the map $P$ is linear. Since $\|\sigma\| = 1$, we have $\|P\tilde{f}\|_\infty \leq \|\tilde{f}\|_\infty$, so $P$ is continuous. Also it is clear that $P(f \circ \tilde{\pi}) = f$ for $f \in C(X_0)$, and hence $P$ is onto. To show $P(\tilde{A}) \subseteq A$, it suffices, by the continuity and linearity of $P$, to prove that $P$ sends each monomial in the functions in $\mathcal{G}$ into $A$. Furthermore because $g_{m,n}^m = f \circ \tilde{\pi}$ for each $(m, n) \in J$, it suffices to consider functions of the form $\tilde{f} = (f \circ \tilde{\pi}) g_{r_1}^{r_1,m_1,n_1} \cdot \cdots \cdot g_{r_k}^{r_k,m_k,n_k}$, with $f \in A$ and $r_j < m_j$ for each $j$. If none of the $g_{m_j,n_j}$ are present, then we have already noted that $P(\tilde{f}) = P(f \circ \tilde{\pi}) = f \in A$. If some $g_{m_j,n_j}$ are present, define $a \in H$ by $a_{m,n} = 1$ for all $(m, n) \neq (m_1, n_1)$ and $a_{m_1,n_1} = e^{2\pi i/m_1}$. Then setting $f_a(x, y) = \tilde{f}(a \cdot (x, y))$, we have $f_a = a_{m_1,n_1} \tilde{f}$, and so $P(f_a) = a_{m_1,n_1} P(\tilde{f})$. But $P(f_a) = P(\tilde{f})$ by the invariance of Haar measure. We conclude that $P(\tilde{f}) = 0$, so $P(\tilde{f})$ is in $A$.
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