STABLE DIVISION AND ESSENTIAL NORMALITY: 
THE NON-HOMOGENEOUS AND QUASI 
HOMOGENEOUS CASES 

SHIBANANDA BISWAS AND ORR MOSHE SHALIT

Abstract. Let \( \mathcal{H}_d^{(t)} \) \((t \geq -d, t > -3)\) be the reproducing kernel Hilbert space on the unit ball \( \mathbb{B}_d \) with kernel 
\[
k(z, w) = \frac{1}{(1 - \langle z, w \rangle)^{d+t+1}}.
\]
We prove that if an ideal \( I \triangleleft \mathbb{B}_d \) (not necessarily homogeneous) has what we call the approximate stable division property, then the closure of \( I \) in \( \mathcal{H}_d^{(t)} \) is \( p \)-essentially normal for all \( p > d \). We then show that all quasi homogeneous ideals in two variables have the stable division property, and combine these two results to obtain a new proof of the fact that the closure of any quasi homogeneous ideal in \( \mathbb{C}[x, y] \) is \( p \)-essentially normal for \( p > 2 \).

1. Introduction and preliminaries

1.1. The basic setting. Let \( \mathbb{C}[z] = \mathbb{C}[z_1, \ldots, z_d] \) denote the ring of complex polynomials in \( d \) variables. Every \( d \)-tuple \( T = (T_1, \ldots, T_d) \) of commuting operators on a Hilbert space \( H \) defines an action of \( \mathbb{C}[z] \) on \( H \) via
\[
p \cdot h = p(T)h \quad , \quad p \in \mathbb{C}[z], h \in H.
\]
This gives \( H \) the structure of a module over \( \mathbb{C}[z] \), and we say that \( H \) is a Hilbert module over \( \mathbb{C}[z] \). The Hilbert module \( H \) is said to be essentially normal if the commutator \([T_i, T_j^*] := T_iT_j^* - T_j^*T_i\) is compact for all \( i, j \). If \( p \geq 1 \) and \([T_i, T_j^*] \in L^p \) (meaning that \( ||[T_i, T_j^*]||^p \) is trace class), then we say that \( H \) is \( p \)-essentially normal.

One of the interesting ways in which Hilbert modules arise is as follows. Assume that an inner product is given on \( \mathbb{C}[z] \) such that the
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multiplication operators \( S_1, \ldots, S_d \) given by
\[
(S_i f)(z) = z_i f(z)
\]
are bounded. Let \( H \) denote the completion of \( \mathbb{C}[z] \) with respect to the given inner product. Then \( H \) becomes a Hilbert module. Examples include all analytic Hilbert modules on bounded domain in \( \mathbb{C}^d \) [5]. In the case where (1) monomials of different degrees are orthogonal, and (2) the row operator \([S_1, \ldots, S_d] : H^{(d)} \to H\) has closed range, these types of modules were referred to as graded completions of \( \mathbb{C}[z] \) in [4]. Moreover, if \( r \in \mathbb{N} \), then \( H \otimes \mathbb{C}^r \) is also a Hilbert module in a natural way — such modules were referred to as standard Hilbert modules in [4]. Finally, if \( M \) is a closed submodule of \( H \otimes \mathbb{C}^r \), then \( M \) and \((H \otimes \mathbb{C}^r)/M\) can also be given a natural Hilbert module structure.

1.2. Homogeneous and quasi homogeneous submodules. The algebra of polynomials has a natural grading by degree

\[
\mathbb{C}[z] = \mathbb{H}_0 \oplus \mathbb{H}_1 \oplus \mathbb{H}_2 \oplus \ldots
\]

This induces a direct sum decomposition

\[
H = \mathbb{H}_0 \oplus \mathbb{H}_1 \oplus \mathbb{H}_2 \oplus \ldots
\]

A vector valued polynomial \( h \in H \otimes \mathbb{C}^r \) is said to be homogeneous if \( h \in \mathbb{H}_n \otimes \mathbb{C}^r \) for some \( n \). A module is said to be homogeneous if it is generated by homogeneous polynomials.

Let \( n = (n_1, \ldots, n_d) \in \mathbb{N}^d \), where \( n_i > 0 \) for all \( i \). A vector valued polynomial \( h \in \mathbb{C}[z] \otimes \mathbb{C}^r \) is said to be \( n \)-quasi homogeneous of degree \( m \), denoted \( \text{deg}_n(h) = m \), if for every monomial \( z^{\alpha} \otimes v_\alpha \) appearing in \( h \) it holds that \( n_1 \alpha_1 + \ldots + n_d \alpha_d = m \). A module \( M \subseteq \mathbb{C}[z] \otimes \mathbb{C}^r \) is said to be \( n \)-quasi homogeneous if it is generated by \( n \)-quasi homogeneous polynomials.

Any \( n \)-quasi homogeneous submodule of a graded completion \( H \) (including \( H \) itself) also decomposes as a direct sum of \( n \)-quasi homogeneous summands.

1.3. Stable division and approximate stable division.

**Definition 1.1.** A submodule \( M \triangleleft \mathbb{C}[z] \otimes \mathbb{C}^r \subseteq H \otimes \mathbb{C}^r \) is said to have the approximate stable division property if there are elements \( f_1, \ldots, f_k \in M \) and a constant \( A \) such that for every \( \varepsilon > 0 \) and for every \( h \in M \), one can find polynomials \( g_1, \ldots, g_k \in \mathbb{C}[z] \) such that

\[
\| h - \sum_{i=1}^{k} g_i f_i \| \leq \varepsilon,
\]
together with the norm constraint

\[ \sum_{i=1}^{k} \| g_i f_i \| \leq A \| h \|. \]

If \( \epsilon \) can be chosen 0, then we say that \( M \) has the stable division property. The set \( \{ f_1, \ldots, f_k \} \) is said to be an (approximate) stable generating set.

1.4. **The Hilbert spaces** \( \mathcal{H}_d^{(t)} \). In this paper we will let \( \mathcal{H}_d^{(t)} \) (\( t \geq -d \)) be the reproducing kernel Hilbert space on the unit ball \( \mathbb{B}_d \) with kernel

\[ k(z, w) = \frac{1}{(1 - \langle z, w \rangle)^{d+t+1}}. \]

This is the completion of \( \mathbb{C}[z] \) with respect to the inner product making all monomials orthogonal, and for which

\[ \| z^\alpha \|_t^2 = \frac{\alpha!}{\prod_{i=1}^{n}(d+t+i)}. \]

When \( t = 0 \) and \( t = -1 \), respectively, we get the Bergman space and the Hardy space, respectively, on the unit ball (see [24]). When \( t = -d \) then we get the Drury-Arveson space, denoted \( H_d^2 \) (see [1, 23]). Note that if \( |\alpha| = n \), then

\[ \frac{\| z^\alpha \|_t^2}{\| z^\alpha \|_{H_d^2}^2} = \frac{n!}{\prod_{i=1}^{n}(d+t+i)} = \frac{\Gamma(n+1)\Gamma(d+t+1)}{\Gamma(d+t+n+1)}. \]

Thus for all \( f \in \mathbb{H}_n \) we have

\[ \| f \|_t^2 = c_{n,t} \| f \|_{H_d^2}^2, \]

where \( c_{n,t} \) denotes the right hand side of (1.4). We see that the \( c_{n,t} \) are less than one, decreasing, and tend to 0 with \( n \to \infty \) for all \( t > -d \). In fact, Arveson showed in the appendix of [4] that if \( H \) is any standard Hilbert module which has **maximal symmetry** (in the sense that the inner product in \( H \) is invariant under the action of the unitary group of \( \mathbb{C}^d \)), then any homogeneous polynomial \( f \in \mathbb{H}_n \) has norm

\[ \| f \|_H^2 = \gamma_n \| f \|_{H_d^2}^2. \]

If \( f = \sum_{i=k}^{m} f_i \) is a polynomial with homogeneous parts \( f_k, \ldots, f_m \), then

\[ \| f \|_H^2 = \sum_{i=k}^{m} \| f_i \|_H^2 \leq \sum_{i=k}^{m} \gamma_i \| f_i \|_{H_d^2}^2 \leq \max_{k \leq i \leq m} \gamma_i \| f \|_{H_d^2}^2. \]
Likewise $\|f\|_{H^2_t}^2 \geq \min_{k \leq i \leq m} \gamma_i \|f\|_{H^2_t}^2$. For the spaces $\mathcal{H}_d^{(t)}$ we get
\begin{equation}
(1.5) \quad c_{m,t} \|f\|_{H^2_d}^2 \leq \|f\|_t^2 \leq c_{k,t} \|f\|_{H^2_d}^2 \leq \|f\|_{H^2_d}^2.
\end{equation}

1.5. **What this paper is about.** Arveson conjectured [2] that every quotient of $H^2_d \otimes \mathbb{C}^r$ by a homogeneous submodule $M$ is $p$-essentially normal for all $p > d$; later Douglas refined this conjecture [8] to include the range $p > \dim(M)$. The Arveson-Douglas conjecture drew several mathematicians to work on essential normality (see, e.g., [3, 4, 7, 9, 14, 17, 19, 20, 21, 22]), and positive results showing that the conjecture holds for certain classes of ideals were obtained.

With time it has come to be believed that the *homogeneity* assumption should not be of central importance. Moreover, the conjecture is believed to hold for $\mathcal{H}_d^{(t)}$ for all $t \geq -d$. In fact, it is a folklore result that in the homogeneous setting the validity of the conjecture in one of these spaces is equivalent to its validity in all these spaces. In two important papers [11] and [15] it was proved that the closure in some of the spaces $\mathcal{H}_d^{(t)}$ of a principal ideal $I$ is $p$-essentially normal for all $p > d$ (see also [16] and [18] which followed). An even bigger breakthrough occurred with the appearance of the two papers [10] and [13], in which the conjecture was confirmed under natural smoothness and transversality conditions.

In a different effort, the paper [22] suggested an approach that was based on stable division; in that paper it was shown that if a homogeneous submodule $M \triangleleft \mathbb{C}[z] \otimes \mathbb{C} \subset H^2_d \otimes \mathbb{C}^r$ has the stable division property, then it fully satisfies the Arveson-Douglas conjecture. This was used to obtain new proofs of the conjecture (and also to give some explanation of it) for classes of ideals for which a stable generating set was shown to exist (monomial ideals and ideals in two variables).

Our goal in this paper is two-fold. First, we wish to show that the closure in $\mathcal{H}_d^{(t)}$ of an ideal that has the stable division property is $p$-essentially normal for all $p > d$; in fact, only the approximate stable division property is required. We only obtain this for $t > -3$. See Theorems 2.3 and 2.4 for precise statements. This improves on the result from [22] in that homogeneity is not required. The key tools we use are the main results as well as some auxiliary results and techniques from [15, 16], which say that principal ideals are $p$-essentially normal, together with the main result from [19], which allows us to promote the result from principal ideals to general ideals.

Our second goal is to show that quasi homogeneous ideals in $\mathbb{C}[x, y]$ have the stable division property with respect to any one of the $\mathcal{H}_d^{(t)}$ norms; see Theorem 3.5. Theorems 2.3 (or 2.4) and 3.5 combine to give
a new proof that the closure of any quasi homogeneous ideal in $\mathcal{H}_2^{(t)}$ is $p$-essentially normal for all $p > 2$ and all $t \geq -2$. This result was already obtained using different methods in [9, Theorem 4.2] and [18, Corollary 1.3]. In fact, using results from [16], one can easily get more — we can show $p$-essential normality for every ideal in two variables; this is obtained in Theorem 3.7. However, we think that the application of stable division in a new setting — even to obtain a known result — is an important development, and this urges us to continue to look for stable division (or lack of) in other classes of ideals.

2. Stable division and essential normality in the Hilbert spaces $\mathcal{H}_d^{(t)}$

Lemma 2.1. Let $M_1, \ldots, M_k$ be linear subspaces of a Hilbert space $H$. Let $M = M_1 + \cdots + M_k$ denote the algebraic sum of these spaces inside $H$, and let $\overline{M_1} \oplus \cdots \oplus \overline{M_k}$ denote the (disjoint) orthogonal sum formed by them. Consider the map

$$T : \overline{M_1} \oplus \cdots \oplus \overline{M_k} \rightarrow H$$

given by

$$T(m_1, \ldots, m_k) = m_1 + \cdots + m_k.$$  

Then the following are equivalent:

1. $T$ has closed range.
2. There exists a constant $C$ such that for every $h \in M$ and every $\epsilon > 0$, there are $m_1 \in M_1, \ldots, m_k \in M_k$ satisfying

$$\|h - (m_1 + \cdots + m_k)\| \leq \epsilon, \tag{2.1}$$

and

$$\sum \|m_i\|^2 \leq C\|h\|^2. \tag{2.2}$$

In case that all the subspaces $M_i$ are closed, then (1) implies (2) with $\epsilon = 0$ as well.

Proof. Let $K$ be the kernel of $T$, and consider the induced map

$$\tilde{T} : G := (\overline{M_1} \oplus \cdots \oplus \overline{M_k})/K \rightarrow H.$$  

If $T$ has closed range, then $\tilde{T}$ is a bounded linear bijection of $G$ onto the Hilbert space $\overline{M}$, hence $\tilde{T}^{-1}$ is bounded. Say $\|\tilde{T}^{-1}\| \leq c$. Given $h \in M$, let $g = \tilde{T}^{-1}(h)$. Then $\|g\| \leq c\|h\|$, which means that there is an element $(m_1, \ldots, m_k)$ in $\overline{M_1} \oplus \cdots \oplus \overline{M_k}$ satisfying (2.1) and (2.2) with $\epsilon = 0$ and any $C > c^2$. In the case where the subspaces $M_i$ are not closed we may replace this tuple by $(m_1, \ldots, m_k)$ in $M_1 \oplus \cdots \oplus M_k$ to
obtain (2.1) and (2.2) with $\epsilon > 0$ arbitrarily small and some constant $C > c^2$.

Conversely, assume that condition (2) above holds, and let $h \in \overline{M}$. Let \( \{h^{(n)}\} \) be a sequence in $M$ converging to $h$ with $\|h^{(n)}\| \leq \|h\|$ for all $n$. For all $n$, we find \( (m_1^{(n)}, \ldots, m_k^{(n)}) \in M_1 \oplus \ldots \oplus M_k \) satisfying

$$
\|h^{(n)} - (m_1^{(n)} + \ldots + m_k^{(n)})\| \leq 1/n
$$

and

$$
\sum \|m_i^{(n)}\|^2 \leq C\|h\|^2.
$$

By weak compactness of the unit ball we find \( (m_1, \ldots, m_k) \) in \( \overline{M_1 \oplus \ldots \oplus M_k} \) satisfying (2.2) and (2.1) with $\epsilon = 0$. In particular, the range of $T$ is equal to $\overline{M}$, and is therefore closed.

\textbf{Remark 2.2.} Note that, given $k$, condition (2.2) is equivalent to

$$
\sum \|m_i\| \leq C'\|h\|.
$$

The relevance of Lemma 2.1 to the problem of stable division is that \( \{f_1, \ldots, f_k\} \) is an approximate stable generating set for $I$ if and only if the subspaces $M_i = \langle f_i \rangle$ satisfy condition (2) of the lemma.

\textbf{Theorem 2.3.} Let $t > -3$ and let $I$ be an ideal in $\mathbb{C}[z]$. Assume that $I$ has the approximate stable division property with respect to the $H_d^{(t)}$ norm. Then the submodule $\overline{T}$ of $H_d^{(t)}$ is $p$-essentially normal for all $p > d$.

\textbf{Proof.} Let \( \{f_1, \ldots, f_k\} \) be an approximate stable generating set for $I$, and for all $i = 1, \ldots, k$ let $N_i$ denote the closure of the principal ideal $\langle f_i \rangle$. By Theorem 1.1 in [15] and Theorem 1.2 in [16], every one of the submodules $N_i \subseteq \mathcal{H}_d^{(t)}$ is $p$-essentially normal for all $p > d$.

By Lemma 2.1 above, the algebraic sum $N_1 + \ldots + N_k$ is closed; it follows that it must be equal to the closure of $I$,

$$
\overline{T} = N_1 + \ldots + N_k.
$$

In the terminology of [19], this means that $\overline{T}$ is $p$-essentially decomposable (meaning simply that $\overline{T}$ is the algebraic sum of closed $p$-essentially normal submodules of $\mathcal{H}_d^{(t)}$). By Theorem 3.3 of [19], $\overline{T}$ is also $p$-essentially normal.

To be precise, [19, Theorem 3.3] is stated for submodules of $H_d^2 = \mathcal{H}_d^{(-d)}$, but the proof of this result is a direct application of [4, Theorem 4.4], which is stated in the generality of abstract Hilbert modules which are $p$-essentially normal, and therefore applies here.
The following variant of Theorem 2.3 highlights somewhat different techniques. Note that now the assumption is that there is stable division with respect to the $H_{d(t+1)}$ norm, and the proof of the previous theorem does not seem to apply.

**Theorem 2.4.** Let $t > -3$ and let $I$ be an ideal in $\mathbb{C}[z]$. Assume that $I$ has the stable division property with respect to the $H_{d(t+1)}$ norm. Then the submodule $T$ of $H_{d(t)}$ is $p$-essentially normal for all $p > d$.

**Proof.** Denote $N = \overline{I}$ (meaning the closure of $I$ with respect to the $H_{d(t)}$ norm). We will apply the techniques developed for the proof of Theorem 1.1 in [15]. One of the standard approaches for showing that a closed submodule $N$ of $H \otimes \mathbb{C}^r$ is $p$-essentially normal is to show that $S_i^*P_N - P_NS_i^* = S_i^*P_N - P_NS_i^*P_N = P_N^i S_i^*P_N \in L^{2p}$, (where $P_N$ denotes the orthogonal projection of $H$ onto $N$ and $P_N^i = I - P_N$). See, e.g., [4, Proposition 4.2]. To show that $P_N^i S_i^*P_N$ is in $L^{2p}$, we will use the following result from [15, Proposition 4.2], which we reformulate slightly for our needs. Recall that $H_{d(t)}$ is always contained in $H_{d(t+1)}$.

**Proposition 2.5** (Fang-Xia). Let $I$ and $N$ be as above, let $T$ be a linear operator on $H_{d(t)}$ and suppose that there is some $K$ such that

$$\|Tg\|_t \leq K\|g\|_{t+1}$$

for all $g \in I$. Then $TP_N \in L^{2p}$ for all $p > d$.

By Fang and Xia’s proposition and the above remarks, it suffices to show that there is a constant $K$ such that

$$\|P_N^i S_i^*h\|_t \leq K\|h\|_{t+1}, \quad h \in I.$$  

Let $f_1, \ldots, f_k$ be a stable generating set for $I$ in the $H_{d(t+1)}$ norm. Denote by $Q_i^{(t)}$ the orthogonal projection onto the complement in $H_{d(t)}$ of the ideal generated by $f_i$. In the proof of [15, Theorem 1.1] (see p. 3007 there) it is shown that there is an integer $\ell_i$ and a constant $C_i$ such that

$$\|Q_i^{(t)} S_j^* g f_i\|_t \leq C_i\|g f_i\|_{t+1}$$

for all $g$ satisfying $\partial^\alpha g(0) = 0$ when $|\alpha| \leq \ell_i$ (for the range $t \in (-3, -2]$ we require the proof of [16, Theorem 1.2], see Proposition 4.4 — in particular Equation (4.10) — and Proposition 5.10 there). Our goal now is to show that the inequality (2.3) holds for all $g \in \mathbb{C}[z]$, with a perhaps larger constant $C_i$. 

First, we note that the ideal

$$E_i = \{gf_i : \partial^\alpha g(0) = 0 \text{ for all } |\alpha| \leq \ell_i\}$$

is finite codimensional in \(\langle f_i \rangle\). Let \(R_i = \text{span}\{z^\alpha f_i : |\alpha| \leq \ell_i\}\). Since the equivalence classes \([z^\alpha f_i], |\alpha| \leq \ell_i\) form a basis for the quotient \(\langle f_i \rangle/E_i\), we have \(\langle f_i \rangle = E_i + R_i\), direct sum as linear subspaces.

Next, we claim that \(E_i \cap R_i = \{0\}\), where \(E_i^{t+1}\) is the closure of \(E_i\) in the \(H_d^{(t+1)}\) norm. To see this, fix \(gf_i \in R_i\) for some polynomial \(g\) with \(\text{deg}(g) \leq \ell_i\). Let \(z^{\beta_i}\) be the monomial of least degree, with respect to graded lexicographic ordering, that appears with a non-zero coefficient in the expression of \(f_i\). Likewise, let \(z^\alpha\) be a monomial of least degree that appears with a non-zero coefficient in the expression of \(g\). The coefficient of \(z^{\alpha+\beta_i}\) in the expression of \(gf_i\) is then nonzero. Since every monomial that appears in any polynomial in \(E_i\) is strictly greater than \(z^{\alpha+\beta_i}\) in the aforementioned ordering, and since monomials are orthogonal in \(H_d^{(t+1)}\), we have that \(E_i \subseteq \{\mathbb{C}z^{\alpha+\beta_i}\}^\perp\) (where \(\{\mathbb{C}z^{\alpha+\beta_i}\}^\perp\) denotes the orthogonal complement in \(H_d^{(t+1)}\) of the one dimensional subspace spanned by \(z^{\alpha+\beta_i}\)). Thus

$$\overline{E_i^{t+1}} \subseteq \{\mathbb{C}z^{\alpha+\beta_i}\}^\perp.$$  

But as \(\langle gf_i, z^{\alpha+\beta_i} \rangle \neq 0\), our claim that \(\overline{E_i^{t+1}} \cap R_i = \{0\}\) follows.

Let \(M = E_i\), \(N = R_i\) considered as subspaces of \(H_d^{(t+1)}\), let \(K = H_d^{(t)}\), and let \(T\) be the restriction of \(Q^{(t)} S_j^*\) to \(\mathbb{C}[z]\). Lemma 4.1 then tells us that (2.3) implies that \(Q^{(t)} S_j^*\) is bounded from \(\langle f_i \rangle = E_i + R_i \subset H_d^{(t+1)}\) to \(H_d^{(t)}\), meaning that (2.3) holds for all \(g \in \mathbb{C}[z]\), perhaps with a bigger constant \(C_i\).

Now let \(C = \max C_i\). Since \(P_{\bar{N}}^\perp \leq Q_i^{(t)}\), then for every \(g \in \mathbb{C}[z]\), every \(f_i\) in the stable generating set, and all \(j\),

$$\|P_{\bar{N}}^\perp S_j^* g f_i\|_t \leq C\|gf_i\|_{t+1}.$$  

For \(h \in I\), let \(g_1, \ldots, g_k \in \mathbb{C}[z]\) satisfy (1.1) and (1.2) with respect to the \(H_d^{(t+1)}\) norm and with \(\epsilon = 0\). Then we have

$$\|P_{\bar{N}}^\perp S_j^* h\|_t \leq \sum_{i=1}^k \|P_{\bar{N}}^\perp S_j^* g_i f_i\|_t$$

$$\leq \sum_{i=1}^k C\|g_i f_i\|_{t+1}$$

$$\leq AC\|h\|_{t+1}.$$
By Proposition 2.5, $P_N^f S_j P_N$ is in $L^g$ for all $p > d$. By the remarks at the beginning of the proof, we are done.

**Remark 2.6.** Here is another proof of the claim $E_i^t \cap R_i = \{0\}$ that works in any analytic Hilbert module in the sense of [5] where monomials are not necessarily orthogonal. Following [5, Theorem 2.1.7(2)], one could write

$$E_i = \{ q \in \langle f_i \rangle : p(D)q|_0 = 0 \text{ for all } p \in E_{i0} \},$$

where $E_{i0}$ is the characteristic space of $E_i$ at 0 and $p(D)$ denotes the differential operator $\sum_\alpha a_\alpha \frac{\partial^{\alpha}}{\partial z^\alpha}$ for any polynomial $p = \sum_\alpha a_\alpha z^\alpha$. This is because the characteristic spaces of $E_i$ and $\langle f_i \rangle$ are same at any $\lambda \neq 0$ and different at $\lambda = 0$. The first assertion follows from the fact that $E_i = \mathcal{M}_0^{l+1}(f_i)$, $\mathcal{M}_0$ is the maximal ideal of $\mathbb{C}[z]$ at 0, and by repeated use of [12, Proposition 1.3] while the last follows as at $\lambda = 0$, one observes that

$$p(D)\{z^\alpha f_i\}|_0 = \frac{\partial^\alpha p}{\partial z^\alpha} (D) f_i|_0,$$

and hence

$$E_{i0} = \{ q \in \mathbb{C}[z] : \frac{\partial^\alpha q}{\partial z^\alpha} \in \langle f_i \rangle_0 \text{ for all } \alpha \text{ such that } |\alpha| = l_i + 1 \},$$

(where $\langle f_i \rangle_0$ is the characteristic space of $\langle f_i \rangle$ at 0). Having established (2.4), we obtain that

$$E_i^{t+1} \subset \{ f \in \mathcal{H}_{d}^{(t+1)} : p(D)f|_\lambda = 0, \text{ for all } p \in E_{i0} \},$$

and this combined with (2.4) ensures that $E_i^{t+1} \cap R_i = \{0\}$.

### 3. Stable division for quasi homogeneous ideals in $\mathbb{C}[x, y]$

Theorems 2.3 and 2.4 motivate us to find new examples of modules which have the (approximate) stable division property. We will show that quasi homogeneous ideals in $\mathbb{C}[x, y]$ have the stable division property (it is convenient to use the notation $\mathbb{C}[x, y]$ for the case $d = 2$). Our discussion is an improvement to [22, Section 2.2], where it was proved that homogeneous ideals in $\mathbb{C}[x, y]$ have the stable division property.

Before proceeding, we record the following proposition, which shows that when the generating set consists of quasi homogeneous polynomials, the stable division and the approximate stable division properties are the same. Since this result is not needed we omit the simple proof.

**Proposition 3.1.** Let $M$ be an $n$-quasi homogeneous module in $\mathbb{C}[z] \otimes \mathbb{C}$. Then an approximate stable generating set consisting of $n$-quasi homogeneous polynomials is a stable generating set.
Lemma 3.2. Let $M$ be a quasi homogeneous submodule in $\mathbb{C}[z] \otimes \mathbb{C}$ and let $t > -d$. Then a generating set for $M$ consisting of quasi homogeneous polynomials is a stable generating set with respect to the $H^2_d$ norm if and only if it is a stable generating set with respect to the $H^{(t)}_d$ norm.

Proof. Suppose that $M$ be an $n$-quasi homogeneous submodule, where $n = (n_1, \ldots, n_d)$. Denote $n = \max_{1 \leq i \leq d} n_i$. Let $f_1, \ldots, f_k$ be a generating set for $M$ such that every $f_i$ is quasi homogeneous. Let $h$ be a quasi homogeneous element of $M$, $\deg_n(h) = m$. If $z^\alpha$ is some monomial appearing in $h$, then $|\alpha| = \alpha \cdot 1 \leq \alpha \cdot n = \deg_n(z^\alpha) = m$; while on the other hand $m = \alpha \cdot n \leq n|\alpha|$. Thus $h = \sum_{i=[m/n]}^m h_i$ where every $h_i$ is homogeneous, so by (1.5) $c_{m,t} \|h\|^2_{H^2_d} \leq \|h\|^2_t \leq c_{[m/n], t} \|h\|^2_{H^2_d}$. Now suppose that $h = \sum_{j=1}^k a_j f_j$ and that $\deg_n(a_j f_j) = m$ for all $j$. Assume that $\sum_j \|a_j f_j\|^2_{H^2_d} \leq C \|h\|^2_{H^2_d}$. Then

$$\sum_j \|a_j f_j\|^2 \leq \sum_j c_{[m/n], t} \|a_j f_j\|^2_{H^2_d} \leq C c_{[m/n], t} \|h\|^2_{H^2_d} \leq C c_{m,t} \|h\|^2_t.$$ 

Since

$$\lim_{m \to \infty} \frac{c_{[m/n], t}}{c_{m,t}} \in [1, \infty),$$

we see that stable division with respect to the $H^2_d$ norm implies stable division with respect to the $H^{(t)}_d$ norm. The converse is proved in the same way. 

We now recall some facts from computational algebraic geometry. A standard reference for this is [6]. Let $n \in \mathbb{N}^2$ be a weight vector. We fix an ordering on the monomials in $\mathbb{C}[x, y]$ that is determined by $n$: if $a$ and $b$ are non-zero scalars, then we say that $b x^m y^n$ is greater than $a x^k y^l$, denoted $ax^k y^l < bx^m y^n$, if and only if

$$(kn_1 + ln_2 < mn_1 + nn_2) \text{ or } (kn_1 + ln_2 = mn_1 + nn_2 \text{ and } k < m).$$

The leading term of a polynomial $f$, denoted $LT(f)$, is the largest monomial appearing in $f$. We say that $bx^m y^n$ is divisible by $ax^k y^l$ (where $a, b \in \mathbb{C} \setminus \{0\}$) if and only if $k \leq m$ and $l \leq n$, and then we have $(bx^m y^n)/(ax^k y^l) := (b/a)x^{m-k}y^{n-l}$. 


Let us remind the reader of the division algorithm for polynomials in several variables (we need it only in two variables). Given $h, f_1, \ldots, f_k \in \mathbb{C}[x,y]$ we may divide $h$ by $f_1, \ldots, f_k$ with remainder, meaning that we find $a_1, \ldots, a_k, r \in \mathbb{C}[x,y]$ (with $LT(r)$ not divisible by any $LT(f_i)$) such that

$$h = \sum a_i f_i + r. \tag{3.2}$$

The decomposition (3.2) is obtained using the following algorithm. We start with

$$r = a_1 = \ldots = a_k = 0,$$

and define a temporary polynomial $p$ which is set at the start to $p = h$. We now start iterating over the terms of $p$ in decreasing order. If $LT(p)$ is divisible by $LT(f_i)$ for some $i$, we replace $a_i$ by $a_i + LT(p)/LT(f_i)$ and replace $p$ with $p - (LT(p)/LT(f_i)) f_i$. In principal one is free to choose which $i$ to use, but we will always choose the maximal $i$ possible. If $LT(p)$ is not divisible by any of the $LT(f_i)$s, we put $r = r + LT(p)$ and replace $p$ with $p - LT(p)$. We continue this way until $p = 0$.

Even if $h$ is in the ideal generated by $f_1, \ldots, f_k$, the above division algorithm might terminate with a non-trivial remainder. However, for every ideal $I$ there exists a Groebner basis $\{f_1, \ldots, f_k\}$, which is a generating set for $I$ with the property that the above algorithm, when run with $h \in I$ and $f_1, \ldots, f_k$ as input, terminates with $r = 0$ [6, Corollary 2, p. 82].

**Lemma 3.3.** Let $\mathbf{n} = (n_1, n_2)$ be a weight, and let $f_1, \ldots, f_k$ be $\mathbf{n}$-quasi homogeneous polynomials in $\mathbb{C}[x,y]$ with $deg_n(f_i) = m$ for $i = 1, \ldots, k$. There exists a constant $C$ such that for every $\mathbf{n}$-quasi homogeneous polynomial $h \in \mathbb{C}[x,y]$ there are $a_1, \ldots, a_k, r \in \mathbb{C}[x,y]$ such that

$$h = \sum_{i=1}^k a_i f_i + r$$

with

$$\sum_{i=1}^k \|a_i f_i\|_{H^2} \leq C \left( \|h\|_{H^2}^2 + \|r\|_{H^2}^2 \right). \tag{3.3}$$

In fact, the $a_i$s and $r$ can be found by running the division algorithm.

**Remark 3.4.** Note that we will use the same weight $\mathbf{n}$ determining quasi homogeneity as the weight determining the monomial ordering. In fact, we choose the order on monomials according to type of quasi homogeneous polynomials we wish to deal with. In the case that we are dealing with homogeneous ideals then the monomial order is the graded
lexicographic order, as in [22, Lemma 2.3] — on which the following proof is modeled.

**Proof.** In the proof we assume without loss of generality that $n_1 \geq n_2$. We will show, by induction on $k$, that there is a constant $C$ such that when running the division algorithm in an appropriate manner to divide $h$ by $f_1, \ldots, f_k$, one has the estimate (3.3).

If $k = 1$, then this is obvious from the triangle inequality, so assume $k > 1$. Suppose that $LT(f_1) > LT(f_2) > \ldots > LT(f_k)$. Let

$$f_i = \sum_j a_{ij} x^{\frac{m-n_l}{n_1}} y^j$$

where the sum is on all $j$ starting from $j_1$ until the last such $j$ for which there is some non-negative integer $l$ satisfying $m = ln_1 + jn_2$. Because of our assumptions we have $j_1 < j_2 < \ldots < j_k$.

By compactness considerations, we may assume that $\deg_n(h) = n > 4m$. Now initiate the algorithm as in the description above by setting $p = h$. At a certain iteration of the division algorithm we have

$$LT(p) = b_t x^{\frac{n-tn_2}{n_1}} y^t.$$ 

When $t < j_1$, then $LT(p)$ is not divisible by any $LT(f_i)$, so we move $LT(p)$ to the remainder. This happens at most $j_1 - 1$ iterations. We will use $f_1$ to divide $p$ at most $j_2 - j_1$ iterations, only when $j_1 \leq t < j_2$. After $t$ becomes greater than $j_2$ we will never have to use $f_1$ again, and we can use the inductive hypothesis. All there is to check is that there is some constant $C$, independent of $h$, such that $\|p\|^2 \leq C\|h\|^2$ and $\|a_1 f_1\|^2 \leq C\|h\|^2$ after the last iteration when the algorithm used $f_1$.

When $t < j_1$, $\|p\|$ only decreases and $a_i$ does not change. Then there are at most $j_2 - j_1$ iterations in which $a_1 f_1$ is modified to $(a_1 + LT(p)/LT(f_1)) f_1$ and $p$ is modified to $p - LT(p)/LT(f_1) f_1$. Thus we will be done once we show that there is some constant $C$ such that

$$\|LT(p)/LT(f_1) f_1\|^2 \leq C\|p\|^2.$$ 

We compute

$$\frac{LT(p)}{LT(f_1)} f_1 = \frac{b_t}{a_{1j_1}} \sum a_{1j} x^{\frac{n-tn_2}{n_1}} y^{t+j-j_1}.$$ 

Therefore

$$\left\| \frac{LT(p)}{LT(f_1)} f_1 \right\|^2 = \left| \frac{b_t}{a_{1j_1}} \right|^2 \sum |a_{1j}|^2 \frac{(n_2(t+j-j_1))!(t+j-j_1)!}{(n_2(n_1)(t+j-j_1)!)!}.$$
Now consider the integer \( s = t + j - j_1 \) occurring in the above expression. Because \( j \) runs from \( j_1 \) to the highest power of \( y \) appearing in \( f_1 \), we have that \( t \leq s \leq 2m \). Thus
\[
\frac{\left( \frac{n - n_2}{n_1} \right)! s!}{\left( \frac{n + (n_1 - n_2) s}{n_1} \right)!} \leq \frac{\left( \frac{n - n_2}{n_1} \right)! (2m)!}{\left( \frac{n + (n_1 - n_2) t}{n_1} \right)!}
\]
\[
\leq \frac{\left( \frac{n - n_2}{n_1} \right)! (2m)!}{\left( \frac{n + (n_1 - n_2) t}{n_1} \right)!}
\]
\[
\leq (2m)! \frac{\left( \frac{n - n_2}{n_1} \right)! t!}{\left( \frac{n + (n_1 - n_2) t}{n_1} \right)!}
\]
\[
= \frac{(2m)!}{|b_t|^2} \| LT(p) \|^2.
\]
Thus we have the bound
\[
\| LT(p) / LT(f_1) f_1 \|^2 \leq \frac{(2m)!}{|a_{1j_1}|^2} \sum |a_{1j}|^2 \| p \|^2,
\]
and since \( C = \frac{(2m)!}{|a_{1j_1}|^2} \sum |a_{1j}|^2 \) is independent of \( h \), this completes the proof.

**Theorem 3.5.** Let \( I \) be an \( n \)-quasi homogeneous ideal in \( \mathbb{C}[x,y] \). For all \( t \geq -2 \), \( I \) has the stable division property in the \( H_2^{(t)} \) norm. If \( \{ f_1, \ldots, f_k \} \) is a Groebner basis for \( I \) consisting of \( n \)-quasi homogeneous polynomials of the same degree, then it is a stable generating set.

**Proof.** One can always construct a Groebner basis for \( I \) consisting of \( n \)-quasi homogeneous polynomials (Exercise 3 on p. 377, \([6]\)). By multiplying basis elements by monomials one then obtains a Groebner basis consisting of \( n \)-quasi homogeneous polynomials of the same degree \( m \), for the finite co-dimensional subideal \( I_m \oplus I_{m+1} \oplus \ldots \) where \( m \) is sufficiently large. Thus, we concentrate on proving the second assertion.

Let \( \{ f_1, \ldots, f_k \} \) be a Groebner basis for \( I \) consisting of \( n \)-quasi homogeneous polynomials of the same degree \( m \). By Lemma 3.2, it suffices to prove the assertion for \( t = -2 \), that is, to show that \( \{ f_1, \ldots, f_k \} \) is a stable generating set for \( I \) in the \( H_2^2 \) norm.

Let \( h \in I \). We may assume \( h \) is quasi homogeneous, otherwise decompose it into an orthogonal sum of quasi homogeneous polynomials. We divide \( h \) by \( f_1, \ldots, f_k \) and obtain \( h = \sum a_i f_i + r \) with (3.3). But since \( \{ f_1, \ldots, f_k \} \) is a Groebner basis, \( r = 0 \) (Corollary 2 on p. 82, \([6]\)). Thus \( \{ f_1, \ldots, f_k \} \) is a stable generating set, and \( I \) has the stable division property. 

\[\blacksquare\]
Putting together the previous theorem with either Theorem 2.3 or Theorem 2.4 we obtain the following corollary.

**Corollary 3.6.** Let \( t \geq -2 \) and let \( I \) be a quasi homogeneous ideal in \( \mathbb{C}[x, y] \). Then the submodule \( \overline{I} \) of \( \mathcal{H}^{(t)}_{2} \) is \( p \)-essentially normal for all \( p > 2 \).

The above corollary was proved by Douglas and Sarkar by completely different methods, see [9, Theorem 4.2] (another proof appeared in [18, Corollary 1.3]). In fact, using Fang and Xia’s result we may prove a stronger result, which applies to not necessarily quasi homogeneous ideals. This has been observed in [18, Corollary 3.1] for the case \( t > -2 \).

**Theorem 3.7.** Let \( I \) be an ideal in \( \mathbb{C}[x, y] \). Then for all \( t \geq -2 \) and all \( p > 2 \), the submodule \( \overline{I} \) of \( \mathcal{H}^{(t)}_{2} \) is \( p \)-essentially normal.

**Proof.** Let \( p = \gcd(I) \). Then \( I = pJ \), where \( J \) is a finite codimensional ideal in \( \mathbb{C}[x, y] \) [5, Lemma 2.2.9, p.28]. Thus, \( I \) is finite codimensional in \( \langle p \rangle \), so \( \overline{I} \) is finite codimensional in \( \overline{\langle p \rangle} \). By [15, Theorem 1.1] and [16, Corollary 1.3], \( \overline{\langle p \rangle} \) is \( p \)-essentially normal for all \( p > 2 \), and from finite codimensionality it follows that \( \overline{I} \) is, too.

**Remark 3.8.** The factorization of \( I \) as \( pJ \) above is known as the Beurling form of \( I \). The idea of using the Beurling form to reduce the essential normality of an ideal to that of a principle ideal has appeared several places in the literature (for example in [17, 18]) but we could not trace its precise origin. Admittedly, the above proof is much shorter than the proof we provide for Corollary 3.6. On the other hand, it does require implicitly some results in algebraic geometry that are less intuitive than what is used in the stable division proof.

Since the conjectures of Arveson and Douglas treat also submodules with multiplicity, it is natural to ask whether Lemma 3.3 extends to vector valued modules. The following example shows that the lemma fails in the vector valued case. However, we will also show that the following example is *not* a counter example to the vector valued version of the first assertion of Theorem 3.5.

**Example 3.9.** Consider the module generated by \( f_1 = (x, 0, y) \), \( f_2 = (0, x, y) \), and let \( h = (xy^n, -xy^n, 0) \). Then

\[
h = y^nf_1 - y^nf_2,
\]

and there is no other way to write \( h \) as an element in the module spanned by \( f_1 \) and \( f_2 \). Therefore the output of the division algorithm is \( a_1 = -a_2 = y^n \). However \( \|h\|^2 \sim 1/n \), while \( \|a_if_i\|^2 \sim 1 \). Thus, the conclusion of Lemma 3.3 fails.
On the other hand, we now show that the basis \( \{ f_1 - f_2, f_2 \} \) is a stable generating set for the module spanned by \( f_1 \) and \( f_2 \). To see this, consider \( h = pf_1 + qf_2 = (px, qx, (p + q)y) \), where \( p, q \in \mathbb{C}[x, y] \). Then
\[
\|h\|^2 = \|px\|^2 + \|qx\|^2 + \|(p + q)y\|^2.
\]
Write \( h = p(f_1 - f_2) + (p + q)f_2 \). Then we compute the norm of each term:
\[
\|p(f_1 - f_2)\|^2 = \|(px, -px, 0)\|^2 = 2\|px\|^2 \leq 2\|h\|^2,
\]
and
\[
\|(p + q)f_2\| = \|(0, (p + q)x, (p + q)y)\| \\
\leq \|px\| + \|qx\| + \|(p + q)y\| \leq \sqrt{3}\|h\|.
\]
Thus \( \{ f_1 - f_2, f_2 \} \) is a stable generating set.

We stress that it is still an open problem whether there exists an ideal that does not have the stable division property. Examples as above show why it is so hard to settle the problem of whether or not every (homogeneous) ideal has the stable division property. On the one hand, it is not too hard to cook up an ideal with a generating set which is not a stable generating set. On the other hand, in all examples that we know, after making a few changes to the generating set it becomes a stable generating set.

4. Appendix

In the proof of Theorem 2.4 we required the following elementary result, the proof of which we include for completeness.

**Lemma 4.1.** Let \( M \) and \( N \) be two linear subspaces in a Hilbert space \( H \) such that \( \overline{M} \cap N = \{0\} \). Let \( T \) be a linear operator defined on \( M + N \) mapping to another Hilbert space, say \( K \), and assume that (i) \( T \) is bounded on \( M \), (ii) \( N \) is finite dimensional. Then \( T \) is bounded on \( M + N \).

**Proof.** By induction, it suffices to prove for the case that \( N \) is one dimensional, say \( N = \text{span}\{v\} \) where \( v \) is a unit vector. We will show in fact that \( T \) extends to a bounded operator from \( \overline{M} + N \) into \( K \). Now, \( T \) extends to a bounded operator on \( \overline{M} \). Moreover, \( T \) is bounded on \( N \) because \( N \) is finite dimensional. Denote \( C = \max\{\|T\|_N, \|T\|_M\} \).

Since \( v \notin \overline{M} \), \( v \) has a positive angle from \( \overline{M} \) in the sense that \( c := \sup\{\langle v, x \rangle \colon x \in M, \|x\| = 1\} < 1 \). It follows that for \( m \in M \) and \( n \in N \),
\[
\|m + n\|^2 \geq \|m\|^2 + \|n\|^2 - 2c\|m\|\|n\| \geq (1 - c)(\|m\|^2 + \|n\|^2).
\]
Thus, for $m \in M$ and $n \in N$, we have
\[
\|T(m+n)\| \leq \|Tm\| + \|Tn\| \leq C(\|m\| + \|n\|)
\]
\[
\leq C\sqrt{2}(\|m\|^2 + \|n\|^2)^{1/2}
\]
\[
\leq C\sqrt{2}(1-c)^{-1/2}\|m+n\|.
\]
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